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Preface

This book is concerned with man’s environment, from the rocks

beneath and the air around to stars and galaxies about him. But,

in Bertrand Russell’s words of forty years ago, this amounts to at

least a third of all there is to know: “If our scientific knowledge

were full and complete, we should understand ourselves and the

world and our relation to the world. As it is, our understanding

of all three is fragmentary. For the present, it is the third question,

that of our relation to the world, that I wish to consider, because

this brings us nearest to the problems of philosophy. We shall find

that it will lead us back to the other two questions, as to the world

and as to ourselves, but that we shall understand both these better

if we have considered first how the world acts upon us and how we

act upon the world.”

The world of Russell, which we call the universe, is then the

subject of the thirty essays that follow, The purpose of the book is

to present current views and insights into the nature of the Earth,

of the solar system, and of galaxies. Because man and the universe

and his relations to the universe are part of the same whole, a

separation of the three has little meaning: a better understanding

of each is tied to all. In this sense, and not because a few of the

essays take up aspects of life itself, the book does relate to man,

his past and his future, for these are tied to the history and destiny

of his planet, and hence to the origin and evolution of the solar

system, and ultimately to the nature of galactic systems.



What is the solid earth like? What are the forces at the surface

that shape our lives? What is the nature of the high atmosphere

and the belts of radiation, now seen to be part of the Earth’s

magnetosphere? In what ways are the other planets and the

Moon like and unlike the Earth? What is the nature and role of

the Sun? Beyond Sun and Earth, what is the universe like? And

in a universe built upon the same elements that make up tissue and

bone, earth and air, fire and water, what leads to life in its simplest

forms and to life like man’s?

Not since Copernicus has man been confronted with so sharp

a break in his notions of his surroundings and his relation to them.

Copernicus moved the Earth to just another planetary orbit and set

the Sun at the center of the scheme of things. Man, no longer the

focal point, turned increasingly earthward as the Copernican view

slowly and steadily took hold over the next two centuries or so.

Now we find ourselves turning outward. In our century as-

tronomy has shown that our solar system is a speck at the edge of

our galaxy and that our galaxy is but one of billions. Aside from

new hypotheses about the universe, astronomy has provided a

basis for rational speculation about other planets on which life

might have developed. Darwin’s theory of evolution and the

rather recent syntheses of organic compounds from inert elements

have led man to look beyond his planet.

In this expansion of man’s horizons, space tools have served as

a catalyst as well as carriers of those extensions of his senses which

we call instruments. The very fact that his senses are no longer tied

to the Earth, and that he himself can entertain the prospect of

voyaging to the Moon and the nearer planets, has made the rest

of the universe more palpable. At the same time it is worth noting

that sounding rockets and space systems have significantly increased

our body of scientific information. Our knowledge of the Earth

itself, of the Moon and several planets, of the Sun, and of other

stars has been greatly enhanced, and much that has been gained

in these space ways could never have been obtained otherwise—

for example, the new picture of the universe through X-rays,

which can only be intercepted high above the absorbing at-

mosphere, or the large array of measurements of solar radiations

and particles. Yet this is not a book about space research: data

are data and those garnered by space tools become part of those



gained from terrestrial observations and laboratory experiments,

and all go into the mill of analysis as interpretations and insights

are sought.

What is here, then, is a portrayal of man’s environment—a

sketch of the origin of the solar system, the nature and power of

the Sun, the features of our Earth, from its molten depths to the

tenuous gases held in the grip of its magnetic field, the structure

and features of the Moon, the characteristics of the other planets,

about which we know little but about which the next decade or

two promises to prove revolutionary, interplanetary space, where a

population of particles is dominated by the solar wind, the nature

of the universe as revealed by optical astronomy, radio astronomy,

cosmic rays, and X-rays, and lastly some aspects of life itself.

I am indebted to a number of scientists for valuable advice in pre-

paring the groundwork for this series—in particular Harry H. Hess

of Princeton, Gordon J. F. MacDonald of the University of California

at Los Angeles, and Herbert Friedman of the Naval Research Labor-

atory at Washington.

I also owe much to Mr. George A. Derbyshire, Dr. Pembroke

J. Hart, Dr. Edward R. Dyer, Dr. Herbert Shepler, Dr. Frank Fa-

vorite, and Mr. Bruce Gregory for varied suggestions in general and

assistance on the glossary in particular. Most helpful, too, was the

secretarial, typing, and proofreading assistance of Misses Grace Mar-

shall, Elinore Krell, M. Louise McCray, Marian Lee Scates, and Mrs.

Mildred McGuire.

Hucu OpisHAWw

Washington, D.C.

August 1967
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The

Origin

of the

Solar

System

GORDON J. F. MacDONALD

The origin of the solar system and the course of its history must

be included among the great problems of natural philosophy, com-

parable in general interest to questions regarding the origin of

life and the development of man. Indeed, the study of the origin

of life and the development of man cannot be separated from cos-

mological considerations. An understanding of the history of the

Sun, the Earth, and the other planets 1s required in order to fix

both the conditions requisite for the development of primitive life

and the change in conditions which stimulated the evolution of

those forms of life now present.

Today, the solar system consists of the Sun, nine planets (many

of which have extensive satellite systems), numerous smaller ob-

jects (the so-called asteroids), a large family of comets, and a

mixture of dust and gas in space between the major members of
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stars. Many millions of stars are known to astronomy. In-

dividual stars can be seen at different stages in their development,

young stars in the process of being formed, as well as very old

stars. We can thus reconstruct much of the history of a star just

by observations made today, even though a star may live for

many billions of years. Compared to the many millions of stars,

we have only one planetary system to study. Stars with planetary

systems like the Sun do not appear to be isolated freaks. There 1s

evidence for believing that, in fact, planetary systems are common.

For example, a few planets have been detected by telescopic means.

We know that many stars form close partnerships, most com-

monly in pairs called binary stars. Both of these facts suggest

that our planetary system 1s not unique. However, at present we

cannot study these other planetary systems because the hght they

emit is far too weak to give detailed information.

The study of stars in our Galaxy suggested to many observers a

general picture concerning how stars are born: A mass of gas

and dust in the space between already existing stars is in motion,

and various forces acting on the gas and dust are in balance. The

main forces are those due to the gravitational attraction between

the particles and the centrifugal forces due to rotation. At some

stage, these forces may get out of balance, and condensation will

proceed, with the dust and gas aggregating toward the center.

This, then, is the initial step in a star’s formation. Although the

method of star formation is accepted by many scientists, there

is no measure of agreement regarding how a star acquires a

planetary system.

Past discussions about the origins of our solar system have been

largely based on conventional astronomical observations of the

motions of the planets. Today, however, we can add several new

dimensions to this age-old discussion of planetary origins and

constitutions. We owe our enlarged insight—which consists more

of puzzling new questions than of firm answers—first to optical,

ground-based observations (supplemented in recent years by

ground-based observations of the planets in the radio-radar and

infrared parts of the spectrum) and spectroscopic analysis of

planetary atmospheres.

Stimulating this new ground-based assault is a second factor,

our recently won space capability, some salient results of which

are discussed later in this chapter. The third factor contributing



to our enlarged understanding is new knowledge about the Earth

and about objects from space that have landed on the Earth.

Progress in the last area has resulted from rapid strides in the

science of seismology, and in laboratory studies of mineral be-

havior under the high pressures which characterize the Earth’s

and other planets’ deeper interiors. This progress also owes much

to improvements in our theoretical ability to deal with conditions

prevailing in those deep parts of the Earth and other planets

that we can never hope to study directly, and to new instrumenta-

tion which allows us to determine not only the chemical compo-

sition there but also the ratio of isotopes of the elements.

While we still know very little about the earliest stages of the

formation of the Sun and the planets, we do know quite accurately

when these processes took place. The beginning of solar-system

time can be determined by studying the relative abundance of

elements and isotopes that are produced in radioactive decay.

Radioactive elements, such as uranium, thorium, and potassium,

decay or break up into lighter elements at a precisely fixed rate.

By examining the number of daughter elements produced in the

breakup of the parent elements, one can obtain an estimate of the

time the radioactive element has been in place. The analysis

is complicated in the sense that the material might contain some

of the daughter elements initially.

Studies of the radioactive elements have been carried out on

terrestrial rocks and also on meteorites, those objects that have

come from space to be captured by the Earth. Various radio-

active elements give an age for meteorites of between 4 and 4.5

billion years, while the oldest rocks found on the Earth are of the

order of 3 billion years. By examining the total abundance of

certain isotopes of lead, it is possible to obtain an estimate of the

time that has passed since the Earth was formed, regardless of

the thermal processes, mixing, and loss of material that have

taken place since then. If this method is used, the Earth is found

to be 4.5 billion years old. Thus, there is substantial data to indi-

cate that the Earth was formed some 4.5 to 5 billion years ago.

Although we know the time of the event rather precisely, we

need much more information regarding the length of the accumu-

lation process. Some estimates would make the time as short as

a few tens of millions of years: others, a few hundred million

years.



Let us scan the information provided by astronomy on the solar

system and survey the conditions imposed and the possibilities re-

vealed by these observations.

The first generalization which can be drawn from conventional

astronomy 1s that the solar system today is highly organized.

Each planet follows a monotonous journey about the Sun, which

is predictable on a short time scale in every respect. With

two exceptions- the innermost planet, Mercury, and the outer-

most, Pluto—the orbits are nearly perfect circles (.e., ellipses of

very low eccentricity), and they lie very nearly in a common

plane. But was the system always so highly organized? Are the

paths now traveled by the planets the same as the paths traveled

4 or 5 billion years ago when, as indicated by radioactive studies

on terrestrial 1ocks and meteorites, planets had already assumed

their present form? Is it possible to begin with the present con-

figuration of the members of the solar system and trace changes

in their orbits through time and space to the beginning? The

answers are essentially that we cannot trace the history, although

elaborate attempts to do this have been made; consequently, we

do not know why the planetary orbits are as they are.

Any attempt to analyze these problems requires a detailed under-

standing of how every individual member of the solar system inter-

acts with all others. As in many other fields of physics, we have

only a primitive understanding of the long-term consequences of

such a many-bodied interaction Yet questions regarding many

bodies interacting with cach other through long-range forces must

be answered in order to determine the solar system's history.

A second generalization which can be drawn from classical as-

tronomical observations is that the Sun contains almost all the mass

of the solar system whereas the planets possess nearly all the

system’s angular momentum. Rotation of the planets on their

axes and the Sun on its axis contributes very little to the total

angular momentum. Indeed, in terms of angular momentum per

gram of matter--the angular-momentum density -the nine tiny

planets, especially by virtue of their orbital motion around the

Sun, possess 100,000 times more angular momentum than the

massive but slowly rotating Sun. This inverse allotment of mass

and angular momentum between the Sun and the planets has been

a major stumbling block in all theories seeking to account for the

origin and very early evolution of the solar system. The problem



hinges not so much on the imequity in mass distribution (the Sun

being almost a thousand times more massive than all the planets

taken together) as it does on the profound difference in the dis-

tnbution of angular momentum

If the general picture of condensation of the Sun from a mass

of gas and dust is correct, how can this condensation proceed so

that all the mass falls to the center but leaves behind the angular

momentum in the thin material which remains’ ‘The mystery 1s

further compounded by certain irregularities in the distribution of

angular momentum among various objects. The major planets.

Mars, and certain classes of stars (the so-called carly-type stars)

all possess an angular-momentum density which is related to their

mass in a simple way. On the other hand, Jate-type stars such

as the Sun show a marked defiaency in angular momentum

Bright, massive, carly-type stars rotate at a rate consistent with

those observed for the large planets: late-type stars are smaller,

less bright, and rotate at a much slower rate.

The consistent relationship between angular momentum and

mass for many objects and the failure of the Sun to conform to

this relationship raise a number of questions. It would appear

that rotating masses having an angular momentum characteristic

of the major planets and many stars are unstable as a single, high-

density phase if their mass is less than about 3 to 4 solar masses

and greater than about 0.1 to 0.01 solar mass ‘There would ap-

pear to be a range of masses for which the object cannot remain

as a single body and maintain its angular velocity, Tf the object

has this intermediate range of masses, it breaks up into two

phases: a centrally condensed, very massive, high-density phase

and one of low density but carrying all the angular momentum.

Reasons why such a separation for intermediate-sized objects

should take place are only vaguely understood, but the details of

how this separation comes about certainly are not.

One solution to the angular-momentum problem is, then, to

suppose that an object having a mass somewhat in excess of the

present Sun begins to condense and, as it rotates, tends to flatten

out into a disk. As the condensation due to the dominance of

gravity over the centrifugal forces continues, a point is reached

(somewhat analogous to the kind of phase instability one has as

one approaches the critical point of a fluid) where matter separates

into a high-density and a low-density phase. In such a picture



of early solar-system evolution, the dominant forces controlling

everything are the gravitational forces and the forces due to the

rotation,

Another possible solution to the problem of angular momentum

involves the action of magnetic forces, and it is thought by some

that such magnetohydrodynamic processes could, in part, account

for the distribution of mass as well as angular momentum in the

solar system. In this theory, ionized gas thrown from the col-

lapsing Sun by magnetohydrodynamic forces may have acted to

slow the Sun’s rotation as well as to remove gases from the system.

The Sun would have contracted rapidly to about the dimensions

of Mercury’s present orbit. At that time, its rotation and in-

creasing temperature produced strong magnetic fields near the

surface. These fields produced a wiry rigidity in the ionized gas,

which caused the rotating Sun to drag the outermost gas behind it

and wind up its magnetic lines of force in disks about the Sun. The

angular momentum of the Sun was then transferred to this gaseous

disk along the magnetic lines of force. Along these, also, the gases

from which the planets were to condense were slowly carried out.

There are many difficulties and recalcitrant details to the theory.

A major objection is that it provides no easy explanation for the

observed dependence of the angular momentum on mass that is

found among those planets not affected by other forces later in

the development of the solar system, and also among many stars.

Whether momentum was transferred to the proto-planets by

magnetic or hydrodynamic processes, it is clear from visual and

spectroscopic observations that the planets, however formed, fall

into two fundamentally different groups. One consists of smaller,

dense planets near the Sun; the other, of less dense, very large

planets at great distances from the Sun. Pluto is an exception to

this statement, but we know very little of this object; initially, it

may have been not a planet but, perhaps, a satellite of Neptune.

The giant planets possess complex satellite systems, while the

inner, terrestrial planets have either no satellites or one in the

case of the Earth and two small ones in the case of Mars.

This separation of the giant gaseous planets from the smaller

dense ones clearly illustrates that either chemical homogeneity did

not exist during the earliest stages of solar-system evolution, or

else it did not persist through the late history of the solar system

when the planets were being born. The giant planets contain



abundant quantities of gases such as ammonia, methane, hydro-

gen, and helium that are rare in the terrestial planets. Indeed, it

may be that the composition of the giant planets such as Jupiter

is very similar to the composition of the Sun. One may even

speculate that Jupiter is a planet that was not quite massive enough

to become a star, for the temperatures reached within its interiog

were insufficient to bring about the nuclear reactions that provide

the energy of stars.

In addition to the mostly classical observations outlined above,

orthodox discussions of the origin of the solar system usually stress

the similarity between the planet-satellite system and the solar

system itself. The analogy is only partly applicable, however, since

in addition to the direct gravitational forces that dominate long-

term evolution of the planetary system, there is another force

which particularly influences the development of a satellite sys-

tem. This additional gravitational interaction, which George

Darwin discovered and labeled tidal friction, depends both on the

fact that the planets and satellites are deformable bodies and on

the existence of friction. If the planet and satellite possess no fric-

tion whatsoever, then the tides raised by the satellite on the planet

and by the planet on the satellite do not influence in any way the

long-term orbital motion of the satellite or the rotation of the

planet, If friction accompanies the deformation—as it does in

reality—then the tides will tend to slow the planet’s rotational mo-

tion, provided the day is short compared with the month, and tend

to move the satellite away from the planet. If, on the other hand,

the day is long compared with the month, as is the case for one

of the small satellites of Mars, then the tidal friction speeds up

the planet and moves the satellite toward the planet. A remark-

able feature of the tidal friction interaction is its very strong

dependence on the distance between the satellite and the planet.

When the satellite is close, the interaction is very strong. As the

satellite moves away. the strength of the interaction decreases

rapidly.

The Sun also raises tides on the planets, and the planets raise

tides on the Sun. However, because of the large distances involved,

we find the planetary orbits to be stable in that the solar tides

produce very small changes over times of the order of billions of

years. Even the innermost planet, Mercury, undergoes only min-

ute changes in its path because of the tides raised within it by the



Sun. On the other hand, the tides raised by the Sun have influ-

enced the rotation of Mercury to a remarkable degiee. Analysis

of the tide on the planet due to the Sun forces us to conclude

that the planet’s present orbital arrangement is stable with 1re-

spect to this tidal interaction.

The same conclusion will not be reached regarding the solar

system as a whole when we consider the effects of all the planets

and the Sun on each other. While the planets are stable with

respect to tidal friction interaction, certain of the satellite systems

have undergone major changes Analysis of such changes has shed

valuable hyht on the past history of the solar system.

At present. for example, we know that the Moon is retreating

from the Earth at a small but measuable rate--a retreat caused

by the tidal friction interaction, Angular momentum transferred

from the Earth to the Moon enables the Moon to enlarge its

orbit, but the Earth, as a consequence, slows down in its rotation

our day gets longer.

If we extrapolate backward im time, we find a striking result.

Suppose the present rate of tidal dissipation of the Earth’s rota-

tional energy is representative for all geological tune and it may

well be if the Earth's internal structure took its present: form

quite early in the history of the planet If that were indeed true,

then the Moon must have been very close to the Earth just 1.5

to 2 billion years ago, a time short in contrast to the 4.5- to

5-billion-year age of the Earth The indicated result of tidal

interaction creates major problems for cosmology Is the present

Farth-Moon system itself a more recent development, not dating

to the earliest stages of Earth history’ Has the Moon arrived

in our vicinity relatively recently. or did the Karth at one time

possess a system of moons differing greatly from the present one”

Indeed. analysis of tidal interaction suggests that the Moon may

have been an interloper which was captured by the Earth and

that the Moon traveled a very different: path in the early part

of the history of the solar system. Alternatively, the Moon may

have been formed from several smaller objects circling the Earth,

these objects having been formed in the near vicinity of the

Earth at these early times. Both of these ideas are much more

tenable than the old notion that the Moon was torn from the

hody of the Earth.

What about other satellite systems? Are they more stable than

10



ours to tidal interaction? The complex satellite systems of Jupiter

and Saturn, especially the presence of massive inner satellites,

demonstrate that the frictional properties of the giant planets

differ greatly from those of the Earth. If properties had been

similar, then the large inner satellites of these giant planets would

have moved away from the planet, perhaps sweeping up the

smaller satellites that lay in their path. This has not happened,

and we can thus conclude that the interiors of these planets

differ dramatically from the Earth’s, at least insofar as their

dissipative properties are concerned. These planets must be much

more nearly perfect elastic bodies than is the Earth, for they

dissipate energy and transfer angular momentum to their satel-

lites at a rate only 0.01 to 0.001 of that of the Earth. But even

at these low rates of dissipation, mayor tidally induced changes

in Orbit have almost certainly taken place for certain satellites,

particularly Triton, a satellite of Neptune.

The tidal forces not only enlarge a satellite's orbit, but they

also reduce a planet's rotational speed) (as pointed out above)

While the angular momentum associated with a planet's orbital

motion about the Sun is only slightly affected by tidal interaction,

the angular momentum due to its rotation on its axis can undergo

large decreases

This effect explains why two of the four terrestrial planets—

Mercury and Venus have much lower rotational speeds than

do the other planets and why the Earth has a low angular-

momentum density. “The Karth has an aneular-momentum den-

sity that is less than would be expected for its mass Indeed, if

the Earth had not lost angular momentum through interaction

with the Moon and the Sun, it would be rotating with an angular

velodity corresponding to a penod of 12 hows Thus, the Earth

would initially have had a day that was 12 hours long. The tidal

effect operates differently im each case. The Earth, raising tides

on the Moon, has brought the Moon into rotation so that the

same face of the Moon is always turned toward the Earth. For

the Moon, the length of day and the length of the month (the

period required for the Moon to move about the earth) coincide.

But this is not the case for Mercury, as we shall immediately see.

At the same time that Mariner TV was making its historic jour-

ney to Mars, equally historic ground-1adar studies showed that

Mercury spun on its axis once about every 59 davs, not once every

11



88 days—the length of its year—as had been widely assumed.

Since tidal interaction had equalized the Moon’s length of day

and its period of revolution about the Earth, it had been widely

assumed that tidal interactions would similarly affect other mem-

bers of the solar system. It was thought that tides raised on Mer-

cury by the Sun were so great that they brought the rotation of

the planet into coincidence with the revolution of the planet about

the Sun. The discovery that Mercury has a period of rotation of

59 days quite convincingly showed that effects other than purely

tidal interaction are at work. The orbit of Mercury, as has been

noted earlier, differs from that of a perfect circle and is quite

eccentric. Because of this—the Sun’s tides seeking to equalize

Mercury’s rotation with the orbital angular velocity—we find

that the orbital angular velocity varies. The tides are four times

as strong when the planet is closest to the Sun, compared with

only one-third as strong when the planet is furthest from the Sun.

In addition to the tidal-varying torques, there are effects due to

the fact that Mercury, like other planets, probably does not have

a density distribution which is completely symmetrical about its

axis of rotation. If this is true, there is a tendency for the largest

axis of the equator to assume a preferred position with respect

to the orbital motion. Indeed, the most probable rotational rate

for a planet having deviations from symmetry about the axis of

rotation, with a large eccentricity as is the case for Mercury, is

one in which a year corresponds to 1.5 days. This is an important

discovery, for it implies that no area of Mercury is permanently in

the shadow; the planet keeps showing a new side to the Sun and

to the Earth. What is surprising is that the optical observations

have not revealed this faster rate of rotation because Mercury,

unlike Venus, has quite definite surface detail.

Venus has been shown by similar radar studies to have a slight

retrograde rotation; that is, its rotation is opposite to its orbital

motion. The rate of retrograde rotation is very nearly that which

would be expected if the planet were asymmetrical about its axis

of rotation and if the tides raised by the Earth were of major

importance. Thus, it would appear that the Earth, even though

far distant from Venus and of relatively small mass, is effective

in pulling Venus into its current period of rotation.

To this point, I have reviewed a few of the problems concerned

with the origin of the solar system. The origin and history of the
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solar system remain as much of a problem as ever, but the new

and powerful tools for exploring the solar system guarantee that

in the future we will have even more questions to ask and perhaps

a few answers to classical questions which have been raised. Ex-

ploration of the solar system by spacecraft has already influenced

our thinking about the solar system in major ways.

Prior to the flight of Mariner IV, for example, many con-

sidered Mars to be a planet somewhat similar to the Earth.

Nothing in the many thousands of visual observations and photo-

graphs made from the Earth suggested that the planet had a

geologically inert surface; Earth-based observations had, in fact,

suggested a contrary set of possibilities. The twenty-two closeup

photographs of Mars taken by Mariner IV reveal a surface rather

densely populated with impact craters up to 120 kilometers in

diameter. On Mars we see a stark, moonlight visage which implies

that Mars is much more like the Moon than the Earth. This was

not the only discovery made by Mariner IV. Perhaps even more

significant was the failure to discover the Martian equivalents of

such Earth-like features as mountain chains, continents, or de-

pressed basins. Apparently, the dominant Martian landscape has

not been produced by mountain- and continent-building stresses

originating within the planet, as has been the case on Earth. Thus,

Mars is a very different planet from the Earth. We suspect the

same to be true for Venus, but our uncertainties here are multi-

plied by the dense atmosphere which covers the solid surface.

The giant planets must also differ very greatly from the Earth.

Thus, we can learn a great deal by the intense study of one planet,

but to answer questions regarding the solar system as a whole, we

must explore each of the planets and find their unique features

and what these features tell us about the earliest part of the solar

system’s history. Only in this way can we hope to unravel the

processes which led to the formation of the Sun, Earth, eight

other planets, and the many other small objects that comprise our

solar system.
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The

Sun

as a

Star

M. SCHWARZSCHILD

One might think that it should be a relatively easy matter to deter-

mine the major physical characteristics of the Sun. After all, the

Sun is the one star really close to us, and many of its features can

be observed directly with the help of astronomical instruments

However, when one looks over the whole list of directly observa-

ble phenomena, one soon finds that by far the majority of them

are relevant only to the outermost layers of the Sun. It is true that

these atmospheric layers contain many fascinating and spectacular

phenomena of great scientific interest. Some of these phenomena

even cause remarkable effects in our own Earth’s atmosphere

However, the solar atmosphere contains only a minute fraction of

the total mass of the Sun, and for our present topic- -the physical

structure of the interio: of the Sun, which contains the bulk of

the solar mass—-the detailed understanding of the solar atmosphere

is only of limited help.

Do we then have any direct observations relevant to the solar

interior? Yes, but they consist only of the following four pieces of

information,



First, we can measure directly from here on Earth the total

brightness of the Sun. This measurement gives us the heat energy

which the Sun loses every second by light radiation from its

surface. This quantity is obviously of essential relevance to the

solar interior because, as we shall see, it gives us a direct measure

for the nuclear processes occurring in the very heart of the Sun.

Second, we know the total mass of the Sun. We know it because

it is the determining factor for the orbital motions of the planets,

which have been observed ever since man has started to watch the

skies in a systematic way. Thus we know the total amount of

matter which constitutes our Sun.

Third, we can easily determine the diameter of the Sun in

angular measure and, because we know our distance from the Sun,

we can derive from the angular diameter the true diameter in

meters. Thus we know the total volume in which the mass of the

Sun is contained.

I could state here the exact numerical values for these first three

quantities. However, in our earthly measures these three numbers

are so enormously large that they convey little meaning by them-

selves. On the other hand, we can compare these numbers for the

Sun with those for other stars, at least to the degree that we are

capable of deriving these data for other stars by various indirect

means. Luckily, it turns out that the Sun is a quite average Star.

It is true that we have found stars that have masses nearly a hun-

dred times larger than that of the Sun, and we have also found

stars with masses more than a hundred times smaller than that of

the Sun. Nevertheless, the major physical processes and circum-

stances that we find to be determining for the structure of the

interior of the Sun seem to be also the determining characteristics,

with few exceptions, for the majority of all other stars. It is

exactly this lucky circumstance which gives such broad interest

to the detailed study of the Sun as a star.

The fourth observable quantity relevant to the interior of the

Sun is its chemical composition. By a careful analysis of all the

atomic absorption lines which we observe in the spectrum of the

Sun we have found, much to our surprise and quite in contrast

to the chemical composition of the Earth, that by far the most

abundant element in the Sun is hydrogen. About 70 percent of

the mass of the Sun consists of hydrogen. Even more surprisingly,

it has recently become clear that the bulk of the remaining 30 per-
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cent consists of helium, a rare chemical constituent on the Earth.

Only 2 to 3 percent of the mass of the Sun consists of elements

heavier than hydrogen and helium, and here we finally come to a

similarity in the chemical composition of Sun and Earth: the

relative proportions among the majority of these heavier elements

turn out quite similar for the Sun and for the Earth.

At this point one might well object to my speaking of the com-

position of the Sun when in fact the spectroscopic observations

obviously can give us only the composition of the solar at-

mosphere from which the hght comes for our spectroscopic analy-

sis. In principle this objection is entirely correct, and as a matter

of fact we can still not be entirely certain that the Sun is homo:

geneous in its chemical composition throughout. Indeed, we are

quite certain that nuclear processes have changed the composition

in the very central core of the Sun, a point to which I shall re-

turn later on. But if we ignore for the moment this particular

point, we believe we have now strong arguments that indicate

that the Sun early in its life went through a phase in which strong

mixing motions occurred throughout, from the center to the sur-

face, which must have evened out any possible inhomogeneities

that might have occurred in its initial formation. Accordingly, it

would seem that we are not taking too great a risk if we assume

that the composition of the solar interior is essentially identical

with that measured on the solar surface, with the one exception

caused by the nuclear processes | have already referred to.

After my stressing so strongly that we have only four pieces of

information which we can determine more or less directly from

observations and which have direct 1elevance to the interior of

the Sun, it might well be wondered how astronomers dare to

maintain that on the basis of such slim information we can derive

the entire structure of the interior of the Sun, including such items

as the temperature and density of the matter at the very center,

the character and rate of the nuclear processes occurring there, the

distribution of the total mass throughout its volume, and the

mechanisms which carry the enormous heat energy produced in

the solar core through all the intervening layers out to the surface

where radiation carries it away. Such skepticism would be well

justified if it were not for the one central fact that physicists are

uncovering, step by step, the laws which govern all physical

phenomena. The knowledge that these laws, if they are true
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general laws of physics, must be obeyed in every respect through-

out the solar interior, in combination with the observed overall

characteristics of the Sun, has enabled us gradually to come to a

definite theory of the internal structure of the Sun.

It is true that the uncovering of basic’-physical laws is a con-

tinuing process and that presumably we never can come truly to

the end of this process. However, for a specific problem such as

the structure of the Sun we need to know only those physical laws

which play major roles for this particular problem. For example,

those laws which govern the cosmological evolution of the uni-

verse as a whole seem to be still far from clearly understood, even

though the theory of General Relativity has given us a key start-

ing point. But, luckily, these laws do not seem to be needed for the

investigation of the Sun. The same seems to be true for those basic

laws which make the elementary particles, such as protons and

electrons, what they are; these laws are not yet clearly under-

stood, but again are not needed for the theory of the Sun. In-

deed, I think one can safely say that about twenty-five years ago

the physicists succeeded in gaining a sufficiently precise understand-

ing of those laws that govern the nuclear processes occurring in

the majority of stars and that this step essentially completed the

uncovering of all those principal laws of physics which govern the

structure and evolution of the stars.

What then are these principal laws? The first of them is the

law of the equilibrium of forces, recognized as relevant to the

structure of stars nearly a hundred years ago. The applicability

of the condition that the forces in the Sun must be in equilibrium

is based on the following observations: ever since the first precise

measurements of the diameter of the Sun have been made, not the

slightest indication of changes of the diameter have been found,

at least none that was larger than the possible measuring errors.

The same is true for the brightness of the Sun.

Regarding the constancy of the brightness of the Sun we can

go even further. Geologists have found traces of life in its most

simple forms in geological layers for which the age has been de-

termined as being about 3 billion years. It appears, therefore,

that the temperature on the Earth at that time cannot have

differed violently from the present average terrestrial tempera-

ture. Because the temperature on the Earth is clearly governed

by the brightness of the Sun, we may conclude that the Sun has
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not changed in brightness by any appreciable amount during the

last 3 billion years, an enormously strong indication of the stability

of our Sun.

Similar evidence of stability can be obtained from other stars

by precise measurements of their brightness. Such measurements

have been made for a large number of stars throughout the past

fifty years, and for the vast majority of them no brightness changes

have been found. There are exceptions; an interesting class of

stars, though only a small minority, shows regular periodic varia-

tions in brightness. Though these variations are large enough to

be easily observable, they are caused, we now believe, by oscilla-

tions in which compression phases and expansion phases follow

each other in a regular sequence. However, the amplitudes of

these oscillations are so small in the interior of these stars that

they in no way seriously affect the force-equilibrium condition on

the average, even for this class of stars. There are more violent

exceptions—namely, the novae and supernovae, which almost cer-

tainly represent violent explosions. For these very exceptional but

also most fascinating cases a separate theory will have to be

developed.

If we then concentrate on the vast majority of stable stars, such

as the Sun, in what form must we apply the force-equilibrium

condition? What forces do we have to consider?

It was early recognized that the temperature of the Sun even

at its surface amounted to nearly 6,000 degrees on the absolute

scale (Kelvin). Furthermore, it is easy to deduce from the

enormous brightness of the Sun that the temperature of its deep

interior must be in the millions of degrees. These high tempera-

tures immediately tell us that the matter of the Sun is in the state

of a gas, not of a liquid or a solid. This is true even though the

mean density of the matter of the Sun—which we can compute

easily by dividing the mass of the Sun by its volume—turns out to

be just about equal to the density of water. Usually we associate

liquids, not gases, with such high densities. However, at the enor-

mous temperatures characteristic for stars, gases can be compressed

to astoundingly high densities without switching into the liquid or

solid state. The circumstance that we need only consider a gaseous

state for the matter inside stars is an enormous simplification.

Specifically, it permits us immediately to answer the question as to

the main forces acting in the Sun.
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It turns out that we have to consider only two major forces: the

gravitational force which pulls the gas everywhere in the Sun

toward its center and the pressure force which pushes the gas

everywhere outward. Because the Sun has been stable over billions

of years, we must conclude that these two forces exactly com-

pensate each other. This means that the pressure in the core of the

Sun must have exactly that high value that enables it to counter-

act the gravitational force—or the “weight’—of the outer layers

of the Sun.

Indeed, we can go much further than this general statement.

The force-equilibrium condition must be fulfilled not only for

the Sun as a whole but for every single layer of gas, whether it be

situated near the center or near the surface or anywhere in be-

tween. An imbalance of forces in any one layer would cause a

motion of this layer which would fast disturb the neighboring

layers successively and thus alter the structure of the entire Sun,

contrary to its observed stability.

If we then consider any specific layer within the Sun, the force-

equilibrium condition requires that the gas pressure at the inner

surface of the layer (which pushes the layer outward) must exceed

the gas pressure at the outer surface of the layer (which pushes

the layer inward) by just the amount that the gravitational force

pulls the whole layer inward. In this form the force-equilibrium

condition gives us a very powerful tool to arrive at the mass dis-

tribution throughout the Sun. For this purpose we must, of

course, combine the force-equilibrium condition with the gas law,

which determines the pressure of a gas for any given temperature

and density, as well as with the law of gravitation long ago dis-

covered by Newton. By the way, the modifications of Newton’s laws

introduced by the theory of General Relativity are so small when

applied to the stars that we may safely ignore them, except pos-

sibly in the case of the recently discovered quasars, of which we

as yet understand very little.

The second basic physical law which we have to consider is that

which governs the flow of heat energy from a hot region into a

cold region. Clearly, this law is relevant for the interior of the

Sun because its core, as we have seen, is very much hotter than

its outer layers and because we see an enormous flux of energy

emitted from the solar atmosphere in the form of light energy;

this light emission would surely cool the atmospheric layers hope-

20



lessly rapidly if they were not steadily reheated by a heat flow from

below.

For the purpose of formulating this energy-flow condition more

precisely, let us again consider a definite layer in the Sun—more

accurately, a spherical shell--somewhere between the center and

the surface. The heat flow through the inner surface of the shell

must be exactly equal to the heat flow through the outer surface of

the shell since otherwise the shell would either gain or lose heat

energy or, in other words, its temperature would rise or fall. Any

temperature change in any layer of the Sun, however, would change

the thermal structure of the Sun and would as a final consequence

alter the brightness of the Sun, a consequence which is in direct

contradiction to the geological evidence. For the core we have

to formulate the heat-flow condition somewhat differently be-

cause there we know the nuclear processes which are the very

sources of the heat flow. To keep the temperature of the core

stable, the rate of heat flow emanating from the surface of the

core has to be such that the loss of energy of the core equals the

gain of energy of the core by the nuclear processes within it. Thus

we have obtained a sharp condition for the heat-energy flow for

every layer in the Sun.

To make this heat-flow condition a useful tool for the investi-

gation of the thermal structure of the Sun, we have to consider

the specific mechanisms which could produce a flow of heat

energy within a star. Every one of these possible mechanisms will

require a decrease of temperature step by step as we follow the

flow from the core to the surface, for no automatic heat-flow

mechanism exists that works in the absence of such a tempera-

ture decrease. Ilowever, exactly how much the temperature de-

crease has to be for every step to achieve the heat flow needed to

fulfill the condition we have just discussed depends very much on

the specific mechanism.

Here on Earth we are used to two common mechanisms for the

transport of heat: conduction and convection. In conduction the

heat is transported by the motion of individual atoms or mole-

cules. In convection the heat is transported by hot masses of gases

or liquids moving from the hot toward the cold regions while

cooler masses flow in the opposite direction, resulting in a net heat

transport from the hot region to the cold region. It turns out that

conduction is hopelessly ineffective for the case of the Sun, owing
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to the gigantic distance and the gigantic amount of matter be-

tween the core and the surface. In contrast, convection turns out

to be very effective in those layers which are just unstable enough to

permit motions of gas masses outward and inwaid, though the

required speed of these motions is very slow and correspondingly

does not at all upset the force-equilibrium condition. For the

Sun, it turns out that the layers occupying roughly the outer 20

percent of the radius are in this slightly unstable state; so through

these outer layers the heat flow of the Sun is carried by the con-

vective mechanism.

We would be in severe trouble with regard to the heat flow

through the inner layers of the Sun if it were not for the existence

of a third heat-transport mechanism, This mechanism is radiation,

which under most circumstances here on Earth does not play a

great role but is the dominant mechanism in large portions of

most stars. Consider two adjacent layers in the Sun, with the

inner one a little hotter than the outer one. The gases in the inner

layer, owing to their higher temperature, will emit more light than

those in the outer layer, Accordingly, the surface separating these

two layers will be traversed by more light than that emitted in the

outer layer and going inward. Thus there will result a net flux

of radiation outward which is exactly equivalent to an outward

energy flow. It is this radiative energy-transport mechanism which

dominates the heat flow throughout the inner layers of the Sun.

Finally, we come to the laws governing those nuclear processes

which produce the major energy sources within stars and which

were the final laws to be uncovered by the physicists before theo-

retical astrophysicists could begin a logically complete—though of

course not in all points certain—theory of the internal structure

of the stars. Hydrogen, as we have seen, 1s overwhelmingly the

most abundant constituent of the Sun, and, as it turns out now,

It is also the major fuel for the energy source of the Sun, as for

most stars. Four hydrogen atoms are just a little heavier than one

helium atom. If four hydrogen atoms are fused into one helium

atom, nearly | percent of the original mass is left over. Because

mass and energy are equivalent, this mass defect appears as

energy in the fusion process. It takes the form of gamma rays,

which are immediately absorbed by the surrounding gas and thus

transformed into ordinary heat energy This is the fundamental

process of hydrogen burning in the nuclear sense. Quite similarly,
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the nuclear helium burning process consists of the fusion of three

helium atoms to form one just slightly lighter carbon atom.

For our application to the problem of the internal structure of

the Sun it 1s, however, not enough to understand the exact char-

acter of the relevant nuclear processes. We have to know also at

what rate these processes occur in a gas and how these rates de-

pend on the temperature and the density of the gas. It is exactly

this problem of the rates of the nuclear processes within the stars

which the physicists successfully started to solve twenty-five years

ago.

If we were to write down in precise mathematical equations all

the physical laws that we have discussed, namely the force-

equulibrium condition, the gas law for the pressure as a function

of temperature and density, Newton's law of gravitation, the heat-

flow condition, the heat-transport mechanisms, and finally the laws

for the rates of the nuclear-energy-producing processes, we would

end up with a formidable set of equations which would have to be

solved for any given star for all its layers simultaneously The

difficulty of this problem in apphed mathematics has seriously

slowed down our progress in the development of the theory of the

internal structure of the stars. By great good fortune, however, very

large electronic computers have become more and more available

to research astronomers during the past decade, and new numeri-

cal methods have been found that make the solution of our stellar

structure problem for any given case entirely practicable and

even very fast.

T think we do well to remind ourselves at this point that

astronomers would not have been able in any way to carry through

the fast and fascinating development of the theory of stellar struc-

ture and evolution if it had not been for the physicists who found

the governing basic laws, the engineers who invented and built the

modern computers, and the mathematicians who developed the

modern numerical methods Thus in recent years the theory of the

stellar interior has become one of the prime examples of the posi-

tive effect of interactions between widely varying disciplines, how-

ever unorganized and unintended.

Let me now summarize the results for the Sun of this long

sequence of theoretical undertakings. We have found that. the

total mass of the Sun is not at all evenly distributed over the

volume of the Sun; on the contrary, the density in the outermost

layers of the sun is extremely low (less than a millionth of that of
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water) and climbs steeply as we go inward, reaching a peak value

at the center of about one hundred times the density of water.

Similarly the temperature, starting at the surface with a value of

a little below 6,000 degrees, keeps climbing steadily and rapidly

to a central value of about 15 mullion degrees. This temperature

value is much too low to produce helium burning at any noticeable

rate. It is, however, just right to give the necessary rate of hydro-

gen burning, which thus is the sole energy source of the Sun---a

statement that appears correct for probably more than two thirds

of all the stars we know.

In the preceding discussion I have concentrated on the present

state of the Sun) Let me add one short glance back into the past

history of the Sun’s life There is various evidence that meteorites

and the Earth originated about 4.5 billion years ago Furthermore,

it is hard to conceive that the Sun could have o1iginated much

before or much after the birth of the rest of the solar system. It

seems reasonable then to assume that the Sun is now approxi-

mately 4.5 billion years old The following question then. arises:

What changes might the Sun have undergone during this time

interval? One thing seems sure: Throughout practically its entire

past life, hydrogen burning must have been the major energy source

of the Sun, for the cogent reason that, to the best of our present

knowledge, no comparably large source of energy has been avaul-

able to the Sun This conclusion, however, is not without conse-

quence for our theoretical investigation of the past history of the

Sun,

If hydrogen burning has been going on at approximately its

present rate in the core of the Sun for 4.5 billion years, the com-

position of the core must have substantially changed in the sense

that it is now much ncher m helium (which is the product. of

hydrogen burning) than it was originally. Indeed, detailed com-

putations which follow the evolution of the internal structure of

the Sun step by step through the past 4.5 billion years show that

nearly one half of the available hydrogen fuel in the core of the

Sun has now been consumed. Thus the chemical composition of

the Sun has undergone a substantial change during its past life,

starting with a hydrogen-rich homogeneous mixture throughout its

volume and ending at its present state with a distinctly non-

uniform composition, helium-rich at the center but still hydrogen-

rich in all the rest. This change in the chemical composition of

the Sun during its past life, according to the detailed computa-
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tions, has caused noticeable changes in the structure of the Sun,

but without frighteningly large consequences: from the moment

when hydiogen burning first started, the diameter of the Sun has

increased by about 15 percent and its brightness by about 30

percent: We may then conclude that the past history of the Sun, at

least from the tune when it had settled on its hydrogen-burning

career, has been relatively sedate.

Let me finish with a glimpse at what may be in store for the Sun

in the future. Certainly in the near future, say for 4 billion years,

the sun will just continue to consume the hydrogen fuel it has left

in the core What will happen when the hydrogen is exhausted at

’ Detailed computations suggest that the answer to thisthe center’

question 38° nothing too serious—yet. While hydrogen burning

must cease in the core when its fuel is exhausted, the hydrogen

burning has only to move a little further out to find ample fuel

to feed on Thus the Sun develops a new internal structure: an

inactive hellum core surrounded by a hydrogen-burning shell,

with the main portion of the mass of the Sun (still hydrogen-rich)

in turn surroundmeg the burning shell

Durng this development, with an inactive helium core con-

taming a steadily increasing fraction of the total solar mass, the

rate of growth of the solar diameter speeds up but the increase

of the bnghtness of the Sun remains modest But now, after less

than a bilhon years in this new phase of development, a rather

sudden change in the evolution of the Sun seems to occur. When

the inactive helium core contains approximately one third of the

mass of the Sun, this core starts to contract rather rapidly while

the hydrogen-rich outer portions of the Sun will expand at an ac-

celerating pace. Worst of all, the brightness of the Sun will start to

merease rapidly and in less than 100 millon years will reach a

value that will cause the Earth to boil, in a literal sense.

From the narrow point of view of mankind, little interest. at-

taches to the evolutionary history of the Sun beyond this point

Tins narrow, man-centered point of view should, of course, not

he wiken by a scientist Nevertheless, it may be wise for me to stop

at as point because T would soon have to admit that all com-

putations thus far made regarding the evolution of the Sun beyond

this critical pot have not yet reached the degree of mathematical

completeness and physical accuracy to serve as a secure basis for

further definitive predictions
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The

Solar

Atmosphere

HAROLD ZIRIN

As the Sun rotates about its axis every 27 days, its surface is con-

stantly changing, within a larger, more persistent structure. The

surface sloshes back and forth every 4 minutes, small granules ap-

pear and die away in 8 minutes: sunspots appear, grow, and fade

out in a few weeks or months, their lifetimes punctuated by the

great outbursts we call solar flares. All of this activity rises and

falls in the great 11-year sunspot cycle. These are the great pheno-

mena of the solar atmosphere, whose effects reach out to the

Earth and beyond it through the solar system.

The Sun is so hot that it is completely gaseous, and therefore

its surface is not hard and sharp like the Earth’s, In fact, we de-

fine the surface of the Sun as that level to which we may see in

integrated light—the total visible white light. It is the level in the

atmosphere at which the density has dropped so low that the gas

is transparent. All or most of the radiant energy may now stream

outward into space. At this boundary, which we call the photo-

sphere, a number of remarkable changes in the behavior of the

solar plasma occur.

Because the density drops off sharply and the radiant energy

suddenly escapes, convective currents rising from below grow into

energetic shock waves. At the same time the gas in the atmosphere
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sloshes back and forth and up and down just like water in a

bathtub. Strong magnetic fields are generated, and these combine

with the motions to produce heating of the atmosphere, so that

the temperature, which has dropped all the way out from the

center of the Sun, rises rapidly to a million degrees.

The tenuous million-degree atmosphere, called the corona, is seen

as a halo of pearly light in total eclipses, when the bright light of

the surface is blocked out by the Moon. The corona reaches out as

far as the Earth.

The density at the surface of the Sun falls off because the lower

layers must bear the weight of the upper layers; they can only do

this if the pressure is higher down below. This is called barometric

equilibrium The same phenomenon occurs in the Earth’s at-

mosphere: the density decreases quite sharply with height. We can

calculate that (at the temperature of the Sun's surface, 6,000 de-

grees) the density decreases to a twentieth at a height of 500

kilorneters. When we look at the Sun’s limb fiom the Earth at a

distance of 150 milhon kilometers. it looks quite sharp to the

eye as well as to the telescope. The finest telescopes can resolve

enly about 700 kilometers on the Sun under the best conditions.

If we look at the Sun in white light, we at once see several im-

portant features. First, the Sun is darker near the edges, so the

layers we see there must be cooler. Since we cannot see so

deeply into the atmosphere when we look slantwise, we conclude

that the temperature is still decreasing at the height defined by

the edge of the Sun. The temperature falls from 6,000 degiees

at the levels which we see at the center of the Sun to about 1,500

degrees near the edge.

The second important feature we see is the granulation, a fine

pattern like corn grains about 1,000 kilometers across. ‘These

grains cover the entire Sun; each grain appears, lives about 8

minutes, and breaks up or fades away. The granules appear to

represent convective currents carrying heat outward from the

interior. If we study the velocities of the gases in the photosphere

carefully, we find that there is a larger-scale pattern, the super-

granulation, which has cells around 30,000 kilometers across, in which

the gases flow outward to the edges of the cell. Moreover, the gas

at any point in the atmosphere rises and falls rhythmically with a

period of 250 seconds and a velocity of a third of a kilometer

a second (1,200 kilometers an hour).
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Because of the continual outward flow in the supergranulation

cells, magnetic fields accumulate at their edges. At these edges, gas

pressure still is greater than the pressure of the magnetic field.

But 1,000 kilometers above the granule edges, the gas pressure has

decreased by 400 times, and there the magnetic fields, which do

not decrease so rapidly with height, restrain and organize the mo-

tions of the ionized gases. The result is that when we look at

higher levels we see a very strong cellular supergranulation

structure.

How do we look at higher levels in the atmosphere? These levels

are easily accessible to our line of sight, but the gases are quite

transparent, so we see right through them, Just as we see through

our own atmosphere. In order to see the tenuous atmospheric

gases, we must use a technique which permits us to look in fre-

quencies absorbed by the gases—for example, the spectrum lines

of hydrogen may be used. Another way, much older, is to take

advantage of a total eclipse when we can observe the very last

crescent of the Sun just as the rest of the surface is covered by the

Moon. At the instant before totality a bright pink flash of light

from the outer edge of the Sun is seen: that layer is therefore called

the chromosphere.

When we examine the chromosphere in hydrogen or calcium

light, we may see the strong supergranulation pattern. The edges

of the cells form a network of higher temperature and stronger

magnetic fields. If we look carefully we see rapid jets of gas, called

spicules, shooting up at the edges of the cells. Their velocity

is about 30 kilometers a second, and they rise about 5.000 kilo-

meters above the surface. Although there are not many of them

on the disk, when we look at the limb the foreshortening merges

them into a forest. It is from these jets that material flows into

the corona above, and through them flows the energy that heats

the corona.

The corona is a very remarkable region. It can be studied only

at eclipses or at high altitudes with coronagraphs that block out the

light of the sun itself. For the corona is a million times fainter

than the disk of the Sun and so is completely lost in a bright and

hazy sky. We know the corona is very hot because of the spectrum

lines emitted there. From the radiation we find ionized iron with

13 or more electrons removed, ionized calcium with 14 electrons

missing, and so on. Such high ionization can only be produced



at very high temperatures. Although the corona is transparent

to ordinary light, it is opaque to radio waves longer than 5

meters, and radio observations confirm its high temperature. We

can also show that it produces scintillation in the light of distant

radio stars even when they are 90 degrees away in the sky, which

proves that the coronal gas extends all the way to the Earth.

Because the corona is so hot, it radiates a good deal in the

ultraviolet. Accordingly, when we observe the ultraviolet spectrum

from rockets or satellites, the spectrum is dominated by the lines

of the highly ionized coronal atoms. By observing in this region,

we Can get some information on the corona as it appears on the

disk of the Sun, rather than just looking at the edge.

Although the corona is very hot, we often see much cooler

clouds, called prominences, above the surface of the Sun. These

clouds are almost transparent except in hydiogen light, but at

that wavelength they are considerably brighter than the corona

They are best seen against the sky with the disk light blocked

out But they may also be seen against the disk of the Sun, where

they appear dark. This is because they are darker than the disk

but brighter than the sky.

When we study the positions of prominences on the Sun, we

find they are located on the boundary between large magnetic

regions of north and south polarity Magnetic lines of force rise

up on one side and come down on the other, and in between

the field is horizontal. Since the ionized gas cannot cross the

field lines, it is supported above the surface. So the prominences

are accumulation of cooled-off coronal material supported against

gravity by horizontal magnetic fields If we make movies of

prominences, we may see material slowly moving downward.

If the prominence is near a spot group, gas flows down to the

spot along arching field lines. Sometimes the magnetic field

changes abruptly, and the whole prominence blows out from the

Sun in a great arch.

I have so far been concerned with the quiet Sun and the be-

havior of the atmosphere when undisturbed by transient activity.

But the most exciting occurrences on the face of the Sun are the

phenomena connected with sunspots.

Sunspots are dark regions on the surface of the Sun. They

occur in many sizes, from little pores a 1,000 kilometers across to

giants 100,000 kilometers in diameter that may be seen with the
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naked eye. They occur between latitudes 5 and 40 degrees in

both hemispheres, although in the last ten years there have been

very few spots in the southern hemisphere. The number of spots

varies cychically, with 11 years separating successive minima. At

the beginning of a cycle small spots appear at high latitudes.

As time gocs on, the spots grow larger and more numerous, and

they also occu closer to the equator. The last spots of a cycle

are quite Close to the equator,

Sunspots have very strong magnetc fields. their field is ten

times stronger than an almico magnet of the best quality, and one

can imagine the strength of such a magnet 100,000 kilometers

across. “The magnetic field as thought to suppress the convection

of heat fiom below and thus make the sunspot cooler than its

surroundings, which explams its darkness. Larger spots tend to

occur in groups, with one polanty on the east side of the group

and the other in the west. “Phe polarity of spot groups in the

northern and southern hemuspheres is opposite. With a new cycle,

the polarity of the magnetic field changes, so that it takes two

cycles—-or a single 22-year full cycle to come round to the same

situation again. No one can explain this remarkable cycle.

Typically, large spot groups last 2 or 3 months. Because the

Sun rotates once m 27 days, we can see large spots come around

several times.

What happens to the sunspot fields when the spots die? The

magnetic fields are dragged out by the motions in the surface

and spread over the Sun. This is helped by the fact that the Sun

rotates more slowly at higher latitudes, so that fields which drift

poleward lag behind and are stretched over the surface. Soon

large areas of the surface are covered with weak magnetic fields

of one dominant polanty These fields ate marked by long

streamers in the corona, and they are even detected in inter-

planetary fields near the Earth.

Every once in a while—sometimes every few hours in par-

ticularly active groups a great outburst of energy occurs in the

neighborhood of a sunspot group. This is a solar flare, a truly

remarkable phenomenon. Regions tens of thousands of kilometers

across will brighten simultaneously in a matter of seconds. Great

clouds of matter are thrown out with velocities of 500 to 1,000

kilometers a second. Flares are transparent in ordinary light. Yet

if we look in the extreme ultraviolet (the most energetic part
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of the spectrum), a flare covering a thousandth of the surface

emits more hght than all the rest of the Sun. Flares are most

conveniently seen m the wavelengths of hychogen hght. By limiting

ourselves to those wavelengths we reyect most of the heht of the

surface but retain most of the flare enission, making it easily

visible.

At the moment of most rapid brightemmg, energetic pulses of

X-rays are enutted that change the Earth’s ionosphere so that

radio signals fade out, and swarms of energetic cosmic rays are

emitted that fill interplanetary space. To be sure, the biggest

flares that severely disrupt the ionosphere and produce teally

a few a year and onlyhazardous cosmic radiation are imfrequent

in the biggest spot groups. But even modest sunspot groups will

have numerous small flares, each of which produces its own pulses

of energy.

Careful observation of flares. particularly by cinematography,

shows that they frequently occur im regions having a steep magnetic

field gradient, and that they are most common im very complex

sunspot groups with intertwined regions of different polarity. To

explain how flares occur, we must explain how thei energy 1s

stored up and then released very rapidly The underlying sunspot

and granulation structure is unchanged by the flare Although

flares have a lot of energy, it 1s minuscule compared to. the

enormous thermal energy under the surface of the sun What

makes the flares important is that a great deal of them energy

is organized and concentrated in the most energetic part of the

spectrum.

If we study the corona above an active sunspot group, we find

a relatively dense cloud of hot gas at more than 3 million degrees.

ach flare or eruption throws more material upward at high

velocities, and these velocities are dissipated in a general heating of

the atmosphere The sunspot magnetic fields extend high above the

surface, and often we see graceful loop prominences, which occur

as the hot material thrown up by the flare cools, condenses, and

rains down along the curving magnetic lines of force. The hot

gas in these coronal condensations emits a considerable quantity

of soft X-rays; in addition, we often find hard X-rays coming

from this region. Such radiation is particularly noticeable when a

flare occurs just over the edge of the Sun, so we see the eruption

in the atmosphere even though we don’t see the flare itself. The

32



fast-moving electrons produced in the flare are trapped in the

atmospheric magnetic fields and radiate their energy in the form

of X-rays.

Why do sunspots occur’ This question has always fascinated

astronomers. Early theories sunply considered them as storms

on the Sun. If we Jook at atmospheric structure around sun-

spots in hydrogen light, we see strongly curved configurations, lke

the curved clouds around a hurricane. We now know that these

clouds are elongated because matter is forced to flow along the

magnetic lines of force. And we know that the strong magnetic

fields in spots suppress motion, so that the spots are rather quiet

although the atmosphere above them 1s very turbulent

Many theories of the sunspot cycle connect it with the Sun’s

differential rotation. the remarkable fact that the Sun_ rotates

faster at the equator than it does at the poles. Some astronomers

have conjecttwed that this unequal rotation winds up the magnetic

lines of force, greatly intensifying them, until sunspots break out.

Other astronomers feel that the differential rotation is due to

the spots themselves. They suppose that the inside of the Sun

rotates somewhat more rapidly than the surface, which 1s slowed

by the mteraction of atmospheric magnetic fields with the inter-

planetary medium. The sunspots sink roots from the slowly rotat-

ing atmosphere into the interior aud speed things up.

But we still don’t know how the spots are produced, and we

cannot see why they should return so regularly every 11] years.

We passed through a minimum of solar activity m 1964, when

a new cycle was about to begin Astronomers tried to prepare for

the new cycle with a variety of new imstruments to observe the

phenomena. We were especially interested in rapid time sequence

observations so that we could observe the evulution of fast-chang-

ing phenomena, and high-resolution observations so that we could

see exactly what 1s going on One important source of information

is data fiom rockets and satellites in regions of the spectrum that

do not penetrate our atmosphere, particularly the ultraviolet. In

this region we may observe directly the parts of the atmosphere,

such as the corona, that are transparent im the visual spectrum

Also, the more energetic ultraviolet light, particularly N-rays, re-

flect most closely the energetic processes in flares. So we hope, with

the further development of satellite and rocket astronomy, that we

shall gain new knowledge from a different point of view.
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Another way in which we are gaining new knowledge about the

Sun is by the study of similar activity in other stars, Although

the stars are so distant that we cannot see their surfaces (they

appear as points), by studying the behavior of certain lines in

their spectrum we can determine if they have chromospheres or

solar activity. These lines are, of course, the same strong spectrum

lines in which we study the solar chromosphere and flares. We

can see how often and how strongly these phenomena occur in

stars of different ages and sizes, and thus place these phenomena

in the proper perspective in the lifetime of a star. On the other

side, by studying the phenomena in the Sun from the stellar point

of view, we may explain to the stellar astronomers the meaning

of these barely detectable phenomena, which we only can interpret

by looking at the surface of our Sun, the only star that we really

can see in two-dimensional detail.
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The

Solar

Wind

in Space

FRANCIS S. JOHNSON

Until about twenty years ago it was generally thought that inter-

planetary space was an ideal vacuum. It was recognized that, at

times, the Sun ejected clouds of gas that reached the Earth and

caused magnetic disturbances and auroras. However, these events

were believed to occur only occasionally, and it was thought that

interplanetary space was devoid of any atmosphere between events.

This point of view underwent relatively rapid change following

World War II, and the concepts of what is happening in inter-

planetary space, from the point of view of gas dynamics, are still

undergoing rapid change.

Radio observations of atomic hydrogen first provided a new

source of data that affected the earlier viewpoint significantly. A

hydrogen atom consists of a proton and an electron, each of

which is spinning, and the spin axes may be parallel or antiparallel.

When the spin axes are parallel, the configuration has a higher

energy than when they are antiparallel, and there is a tendency,

albeit very weak, for the spin of one to reverse so that energy

can be released; when this happens, the atom emits a photon of
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radio energy with a wavelength of 21 centimeters. Van de Hulst

predicted that such emissions from hydrogen in galactic space

should be observable. H. I. Ewen and E. M. Purcell, and others

also, observed the effect by utilizing radio telescopes tuned to the

appropriate frequency. In addition, a Doppler shift was observed

for hydrogen clouds that are moving toward or away from the

observer. In this way, it was recognized that there is about one

hydrogen atom per cubic centimeter in our Galaxy, and_ the

rough distribution of hydrogen in the galactic arms was deduced.

For the present discussion, the important point is that galactic

space is not an ideal vacuum, but instead that it contains a tenuous

neutral gas that is very cold, the temperature being of the order

of 100 degrees Kelvin.

The next important development concerned ionized hydrogen

within the solar system. Three sources of evidence arose at about

the same time and seemed to corroborate one another. Gomet

tails were observed always to be deflected away from the Sun by

an amount that could not be explained in terms of hght pressure;

Von L. Biermann interpreted this observation as indicating a con-

tinual outstreaming of ionized hydrogen from the Sun, with a

concentration near the Earth’s orbit of about 1,000 protons per

cubic centimeter and moving with a velocity of the order of

1,000 kilometers per second. The zodiacal light, a faint band of

luminosity across the night sky attributable mainly to interplanetary

dust (i.e., micrometeoroids), is partly polarized; this polarization

was at first attributed to free electrons in interplanetary space, the

required concentration being of the order of 1,000 elections per

cubic centimeter. Finally, radio whistlers, or whistling atmospherics

that are observed on the Earth, were interpreted by Owen Storey

as being caused by lightning strokes, the signals traveling along

the magnetic field lines out into space and back to the opposite

hemisphere; these required the presence in space of about 1,000

electrons per cubic centimeter. In the late 1950’s, it was therefore

commonly believed that interplanetary space contained the relatively

high concentration of ionized hydrogen of about 1,000 protons

and electrons per cubic centimeter. The main difference in views

current at that time was whether the medium was relatively

static, as described by Sydney Chapman, or streaming continuously

outward from the Sun in the form of a solar wind, as described

by Eugene Parker.
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The term “solar wind” was coined by Eugene Parker to indicate

the expanding outer atmosphere of the Sun. This outer atmosphere

or corona undergoes what amounts to a continuous controlled

explosion or expansion that causes a continual outstreaming of

solar gases into interplanetary space. The phenomenon 1s com-

parable to the flow of gas out of a rocket motor. Such a flow from

a rocket motor is supersonic, and in a sense the solar wind can

be considered a supersonic, or even hypersonic, flow out of a set

of rocket nozzles that completely covers the sun.

The analogy leads us to a pair of questions. What are the

characteristic features of a rocket motor that enable it to pro-

duce supersonic flow? And what are the corresponding features

of the solar atmosphere that correspond to the characteristic

features of a rocket motor? First of all, in a rocket motor, heat

is applied to a working fluid to raise its pressure in a combustion

chamber. Only by getting the pressure high enough, relative to

the pressure of the surrounding atmosphere, can the flow out of the

combustion chamber reach the velocity of sound, or become sonic.

This is true whether or not the exit orifice is shaped like a nozzle,

but it can be accomplished only if the exit orifice is small

enough to limit flow and allow a pressure buildup in the com-

bustion chamber sufficient to accelerate the flow of sonic speed

at the orifice. If rocket fuel is burned in a chamber without a

constricted orifice—for example, in a gun barrel—subsonic flow

will always result. And supersonic flow cannot be produced, of

course, unless sonic flow is produced first.

Thus the first characteristic feature of the rocket motor is a

sufficient rate of heat input into a working fluid in a confined

chamber with a limited exit orifice to bring the velocity up to

sonic in the orifice.

The second characteristic feature of the rocket motor is the

flared nozzle in which the exhaust gases expand and cool as they

accelerate out the nozzle. The rocket nozzle is a de Laval nozzle,

and it bears a close physical resemblance to a Venturi nozzle, for

which the flow conditions are entirely different. The gas leaving

the throat of a Venturi nozzle undergoes compression instead of

the expansion experienced by gas leaving the throat of a de

Laval or rocket nozzle. What is the difference? Alexander Dessler

has shown that the difference can be expressed in very simple

terms. In the Venturi nozzle, the pressure difference simply 1s not
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sufficient to produce flow at sonic velocity at the throat and so,

naturally, a supersonic expansion cannot take place, as the flow

velocity never gets as high as the velocity of sound. Simply in-

creasing the pressure at the source sufficiently to produce sonic

velocity in the throat will convert the Venturi nozzle to a de

Laval nozzle.

Now, how does the Sun fit into this picture? Since about the

end of World War I], it has been known from radio measure-

ments that the solar corona is hot: the gases surrounding the Sun

are characterized by a temperature in excess of a million de-

grees. This high temperature will certainly lead to substantial

escape of gas into space, and the only question is the hydro-

dynamic nature of the escape flow. Further, for flow radially

away from the Sun, the paths of adjoining particles diverge, as

they also do in a rocket nozzle. Thus two points of similarity

exist between the solar corona and a rocket motcr—first, the heat

input to a working fluid and, second, the diverging flow in which

a supersonic expansion may occur. The remaining requirement is

a region of constricted flow—the equivalent of the throat of the

rocket nozzle—where sonic velocity must be produced if the

outflow at greater distances is to be supersonic If such a con-

striction in the flow exists on the Sun, the solar corona should

expand into space at supersonic velocity.

It turns out that the solar feature that corresponds to the

throat of a rocket nozzzle is gravity. It is gravity that permits the

pressure buildup in the lower corona that causes the acceleration

of coronal gas to sonic velocity at a distance of about two or

three solar radii from the center of the Sun. Beyond that, the solar

corona expands and accelerates to hypersonic velocities—that is,

the flow velocity becomes much greater than the average random

thermal velocity of the gas particles.

Strangely, if the solar corona were hotter than about a million

degrees Kelvin, gravity would not be adequate to restrict the

flow enough to permit sonic velocity to be attained, and the solar

wind would slow down to subsonic velocity. This condition has

been described as one that would give rise to a solar breeze, but

apparently it does not actually occur.

In view of its high temperature, the solar corona is virtually

totally ionized. Because the Sun consists mainly of hydrogen,

the solar wind consists mainly of ionized hydrogen. Observations
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in spacecraft show that the concentration of hydrogen ions and

electrons near the Earth’s orbit is about 5 to 10 ion-electron pairs

per cubic centimeter, moving with a velocity of about 500 kilo-

meters per second away from the Sun. This, then, is the solar

wind. As it moves outward through the solar system, its velocity

should not change much, but its concentration of particles will

fall off as the inverse square of the distance to the Sun.

Because the solar wind consists of electrons and ions, it con-

stitutes a conducting plasma. When the plasma approaches the

Earth's magnetic field, currents slow in it in such a way that the

magnetic field is effectively kept out of the plasma. This causes

the solar wind to be deflected, and it also causes the geomagnetic

field to be pushed back by the solar wind. On the side of the

Earth facing the Sun, the geomagnetic field is compressed and

confined. On this account. the geomagnetic field normally ter-

munates in the direction toward the Sun at a distance of about

ten Earth radi. or about 64,000 kilometers, from the Earth's

center,

On the nighttime side of the Earth, the effect is different. The

solar wind has already been deflected by the geomagnetic field,

so it does not tend to push the magnetic field in on the night-

time side as it does on the daytime side, and the Earth thus

develops a magnetic tail that streams out into space in the direc-

tion away from the Sun The length of the tail is accentuated by

another effect: Plasma from the solar wind penetrates the geo-

magnetic tall and effectively splits the tail lengthwise in two. The

magnetic field lines therefore stream directly down the tail into

space. The magnetic field Ines from the south polar region are

directed outward from the Earth: in the geomagnetic tail. they

are therefore directed away fiom the Earth, and they fill the

lower, or southern, half of the geomagnetic tail. The magnetic

held lines from the north polar region are directed toward the

Earth, and they fill the upper, o1 northern, half of the geomagnetic

tail. There is a boundary sheet between the northern and southern

halves of the geomagnetic tail, or the upper and lower halves

of the tail if we think of the northern direction as upward. Above

and below this boundary sheet, the magnetic field lines are op-

positely duected. The boundary sheet is known as the neutral

sheet, and it consists of solar plasma that has penetrated the

magnetic field and split it, without the field penetrating the
4
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plasma that constitutes the neutral shect. This splitting of the

magnetic field by the plasma is a plasma effect that was not

anticipated. It was recognized only after spacecraft observation

made by Norman Ness showed its presence.

It is not known just how long this geomagnetic tail is, It stretches

far out into space and becomes a small target for a space probe

to find. It may well extend several astronomical units! beyond

the Earth.

The solar wind is supersonic in the sense that its ordered velocity

away from the Sun is greater than the average random or thermal

velocity of the particles making up the solar wind. The only

disturbances of a sonic type that can propagate in the plasma are

hydromagnetic waves whose propagation velocity is less than the

solar wind velocity, so the flow is also supersonic in this sense.

Consequently, a shock wave develops in the solar wind ahead of

its point of impact on the geomagnetic field. The existence of

this shock wave was debated before it was first observed by space-

craft. A shock wave can exist in a neutral gas only through the

effect of collisions of gas particles among themselves. If the gas

density is reduced to the point where the mean free path 1s

greater than the dimensions of the obstacle to the flow, the shock

wave disappears because collisions have become too infrequent

to transmit a pressure disturbance. The solar wind is so rarefied

that the mean free path should be very long—greate: than the dis-

tance across the earth’s magnetic field. On this account, it seemed

improbable that a shock wave could exist. It exists only because

the particles of the solar wind interact with one another: by means

of electromagnetic forces, and the interaction distance is rather

short. The exact nature of the interaction is not understood, but

spacecraft observations make it very clear that the interaction forces

do actually exist. Such an interaction can be described as one of

the properties of plasmas. This and many other properties of

plasmas are observed easily with spacecraft instrumentation, but

only with great difficulty in the laboratory.

The shock front in the solar wind looks very much like the bow

shock around a blunt or hemispherical body moving supersonically

through a neutral gas. The separation distance between the geo-

1One astronomical unit is the mean distance between Sun and Earth- -
about 150 million kilometers, or 93 million miles
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magnetic field and the shock front is about four Earth radii, or

25,000 kilometers, at the center of the shock, and the separation

increases as One moves away from the center, which, of course,

lies on the Earth-Sun line.

It has been thought at times in the past that the flow conditions

of the solar wind around the geomagnetic field would be unstable.

This seemed to be an attractive hypothesis for the source of geo-

magnetic rapid variations, those small changes in the Earth’s

magnetic field that take place almost continuously with periods

ranging from seconds to hours. However, both theory and ob-

servation now indicate that the flow conditions are stable and

that such instabilities do not contribute to the geomagnetic rapid

variations. It seems more likely that there are variations in the

solar wind itself and that these cause the geomagnetic variations.

Although the solar wind pushes the Earth’s magnetic field aside,

it acts quite differently on the solar magnetic field. This happens

because magnetic fields froin sunspots or othe: magnetic regions

on the Sun’s surface extend out into that part of the solar

atmosphere where the solar wind originates. As the solar wind

moves out and away from the Sun, it pulls the solar magnetic

field with it. It does this because it is a highly conducting

medium, and if the magnetic field lines tend to slip through the

plasma, currents are induced in the plasma. These currents have

magnetic fields associated with them which, when added to the

solar field, produce a field which is just that which would exist if

the solar field were pulled out by the plasma, being unable to slip

through the plasma. The net effect of the solar wind is therefore

to pull any solar fields out radially.

At the same time that the solar wind pulls the solar magnetic

field out radially, the Sun rotates, and this twists the otherwise

radially extended field lines into a gentle spiral. Consider the

solar wind that leaves the Sun from a point on the solar surface

facing the Earth. In about 3 days’ time, the plasma will reach

the Earth. Magnetic field lines which extended through the solar

surface, at the time that the particular mass of plasma that we

are considering started its journey, will be stretched out to the

vicinity of the Earth. However, during the 3 days that it takes to

stretch the field line out from the Sun to the Earth, the Sun turns

about one ninth of a revolution, or 40 degrees. Since the field

lines ave firmly anchored in the Sun by the high-conductivity
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solar gases, the field lines that have been pulled out to the Earth

spiral around and enter the Sun at a solar longitude about 40

degrees to the west of the center of the Sun. The field line at the

Earth makes an angle of about 50 degrees with the Sun-Earth line,

being directed to a point in space 50 degrees to the west of the

Sun.

I want to emphasize that the plasma moves radially outward and

that it is the combined effect of the radial outward movement of

the plasma and the rotation of the Sun that causes the magnetic

field lines to become spiral in shape. There is a familiar analogue:

if one allows water to squirt out of a garden hose and then swings

the hose around to pomt in a different direction, the streain of

water will present a curved appearance even though all parts of

the stream at all times are moving radially away from the source.

Because of this analogy, the angle between the interplanetary

magnetic field and the direction to the Sun is frequently referred

to as the “garden-hose angle.”

A surprising feature of the interplanetary magnetic field is its

irregularity, its small-scale structure. The large-scale features are

as Just described, but in addition to this there are many small-scale

irregularities. Although these average to zero, the magnetic

energy associated with them is a substantial traction of the total

magnetic energy. The significance of these variations is not at

present appreciated. They apparently contribute significantly to

geomagnetic variations on Earth, and they probably cause further

heating of the solar wind even after it has passed the Earth's

orbit.

What is the ultimate fate of the solar wind? Does it continue

indefinitely into space as a supersonic flow or does something

stop it?

As the solar wind moves away from the Sun, so long as there

are no physical forces to slow it down, its concentration must fall

off according to an inverse square law. Consequently, the dynamic

pressure that it can generate by flowing against any obstacle

decreases with increasing distance from the Sun. It is reasonable

to expect, therefore, that it will finally become so feeble that it

will not be able to push aside the Galactic magnetic field and

make a space for itself. From radio measurements, we have good

indications that there is a Galactic magnetic field whose intensity is

about one gamma (a gamma is 10°> gauss).
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When the solar wind becomes too weak to push aside the

Galactic magnetic field, its supersonic flow will be stopped, and a

shock wave must be expected to form. Beyond the shock wave,

the gas particles will flow subsonically, and most of the energy

previously associated with the supersonic flow will be present in

the form of thermal motion In other words, the gas 1s heated by

passage through the shock front. In addition, the gas is com-

pressed on passage through the shock front, and the magnetic field

embedded in the gas is also compressed. It should be noted, how-

ever, that the total particle energy (in both ordered and thermal

motion) far exceeds the magnetic energy.

The concept that the solar wind passes through a shock front

only replaces the supersomc outflow with a subsonic outflow: the

outflow of solar gases does continue, though at a slower rate, still

dragging the magnetic field along with it. What probably happens

to finally stop this combined motion of magnetic field and gas

is that the gas cools and reduces its conductivity so much that

the magnetic field can ship through the gas. The magnetic field

includes oppositely directed components which annihilate one an-

other as they shp through the plasma, the magnetic energy being

transferred to the plasma.

How the plasma cools is interesting. Galactic space contains cold

atomic hydrogen, whose pressure and temperature have been de-

termined by means of radio signals emitted by the hydrogen

atoms. This cool atomic hydrogen drifts into the region occupied

by the hot plasma behind the shock front When a hydrogen atom

collides with a rapidly moving hydrogen ion, there may be a

charge transfer process in which the jon is neutralized and the

atom becomes an ion: the effect is just the same as if the

energies were exchanged between the atom: and the ion. In_ this

way, the hot 10ons behind the shock front transfer their energy to

neutral hydrogen atoms, thus cooling the plasma. After the

plasma has cooled, its electrical conductivity is low enough so that

the magnetic field lines can slip through the plasma in a reasonably

short time.

On the basis of evidence that I shall discuss below, the shock

front appears to be located at a distance of about 20 astronomical

units from the sun, near the orbit of Uranus, one of the outermost

planets of the solar system. The concentration of hydrogen ions in

the solar wind just before reaching the shock front is only about
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one hundredth of an ion per cubic centimeter. On_ passing

through the shock front, the concentrations are increased further

in order to bear the pressure between the shock front and the

galactic magnetic field.

As the magnetic fields within the cool plasma merge and

annihilate one another, the cold plasma is released from its last

bond with the solar system, and gas clouds can drift out into Galac-

tic space unencumbered by the magnetic field. The thickness of the

zone of cooling and annhilation of magnetic energy is probably

between 5 and 10 astronomical units. Beyond this—that is, be-

yond a distance of about 30 astronomical units from the Sun—one

is outside the solar system from a gas-dynamics point of view,

I mentioned earher that cold atomic hydrogen exists in galactic

space. Radio measurements indicate that the concentration is

about 1 atom per cubic centimeter and that the temperature is

very low, less than 100 degrees Kelvin. What we would like to

know is how much and how far this extensive cloud of hydrogen

atoms permeates the solar system There are two processes that will

tend to keep it out. The first is photo-ionization. As the hydrogen

atoms drift into the solar system, they will be exposed to greater

and greater intensities of solar ultraviolet radiation capable of

ionizing the atoms. Once ionized, the atoms are lost as atoms,

because recombination proceeds much too slowly to replace them.

The ions produced by photo-ionization will be swept up by the

solar wind and blown to the outer parts of the solar system as

part of the solar wind.

The second process that can keep hydrogen atoms out of the

solar system is charge exchanee with the solar wind. Whenever

such a charge exchange occurs between a galactic atom that has

drifted into the solar system and a hydrogen jon in the solar wind,

the hydrogen atom acquires the solar wind velocity and is rapidly

removed from the solar system. As a consequence of these two

processes, the cold galactic hydrogen does not penetrate deeply

into the solar system, although it does penetrate the outer por-

tion. If these were the only ways in which neutral hydrogen could

enter the solar system, one would expect very small concentra-

tions within a few astronomical units of the Sun.

To get significant numbers of hydrogen atoms relatively near the

Sun, it is necessary to send them into the solar system with much

greater velocities than those that are appropriate to cold galactic
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hydrogen, so that they can approach the Sun rapidly and get

fairly close before they are lost by ionization or driven back by

charge exchange with the solar wind. And there is a source of

rapidly moving hydrogen atoms of just the sort that is required.

This source lies just beyond the shock front at the outer limits

of the solar system. The source is the charge exchange that

occurs between cold galactic hydrogen and hot hydrogen ions that

were given high thermal velocities by passage through the shock

front. Charge exchange not only cools the ions in the plasma,

but it transfers energy to hydrogen atoms that then fly off in all

directions, some of them directed toward the Sun.

Rapidly moving hydrogen atoms that arise beyond the shock

front can penetrate rather deeply into the solar system before they

are lost by ionization or charge exchange simply because their

velocities are high enough. They can get fairly close before there

is time for the loss processes to be effective. In fact, very little

loss occurs beyond the orbit of Jupiter, about 5 astronomical units

from the Sun. The loss becomes rapid inside the orbit of Mars—

about 1.5 astronomical units—and very little of the hydrogen

can penetrate within the Earth’s orbit without being lost.

The concentration of neutral hydrogen within the solar system

is thus dependent upon the location of the shock front: the closer

it is to the Sun, the more hydrogen it will provide within the

solar system. This is so because the amount of hot hydrogen leav-

ing the region beyond the shock front, going in all directions,

must equal the amount of ionized hydrogen entering the region.

The closer to the Sun the shock front, the larger will be the in-

flux of solar wind ions per unit area, and the larger will be the

outflow per unit area of hydrogen atoms. And a larger outflow

per unit area of hydrogen atoms will lead to larger concentrations

of neutral hydrogen within the solar system. Therefore, if we can

determine the concentration of hydrogen atoms in the solar system,

we can determine the distance to the shock front.

Some measurements exist that do permit the evaluation of the

amount of neutral hydrogen in the solar system and hence the

distance to the shock front. These measurements are of Lyman

alpha radiation from hydrogen, the radiation that results when the

electron of the hydrogen atom moves from its first excited level to

the ground level. The Sun is a powerful emitter of such radia-

tion; its Lyman alpha line is the most prominent of all line emis-
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sions in the solar spectrum. Because of the high temperature on

the Sun and other complicating factors, the solar line is a

rather broad one. When this radiation falls on the Earth's at-

mosphere, some of it is resonantly scattered by atomic hydrogen

that constitutes the outermost portion of the Earth’s atmosphere.

Because the Earth’s atmosphere is relatively cool, the telluric

Lyman alpha line, which appears as an absorption line in the

middle of the solar emission line, is very narrow compared to

the solar line, and only a narrow core is absorbed from the center

of the solar line. The absorbed radiation is re-emitted as fluores-

cence radiation, and the fluorescent line is narrow, not wide like

the solar line. At night, this radiation can be seen by instruments

flown in rockets, and such observations provided the first indica-

tion that the Earth's outermost atmosphere consists mainly of

atomic hydrogen. This led to the concept of a geocorona, or

telluric hydrogen corona.

The detector that is used to observe the nighttume Lyman alpha

radiation can be made insensitive to the radiation arising in the

geocorona by placing over it a filter containing some atomic

hydrogen. If the appropriate amount of atomic hydrogen 1s

placed in the filter cell, it can be made to absorb completely over

a wavelength interval that is broader than the fluorescent line.

Then, if the nighttime radiation comes only from the geocorona,

there should be no response When D © Morton and J. D. Purcell

performed this experiment, they found that some response re-

mained. The response is to be identified with the resonance

scattering of solar Lyman alpha radiation by hydiogen atoms in

interplanetary space. This measurement thus provides the means

of determining the neutral hydrogen concentration in interplane-

tary space, for the intensity of fluorescence 1s dependent upon the

concentration. The answer is that the concentration 1s about 0.03

atom per cubic centimeter beyond 5 astronomical units, falling to

0.01 atom per cubic centimeter near the Earth’s orbit, and much

smaller values at smaller distances from the Sun. The shock front

is able to provide these hydrogen concentrations if it is located

at a distance of about 20 astronomical units from the Sun.

T have just given a description of the solar system from a gas-

dynamics point of view that could be summed up in the follow-

ing way. The solar corona is the source of the solar wind that

blows through interplanetary space with supersonic velocity. At
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a distance from the Sun of about 20 astronomical units, it loses

its supersonic characteristic on passing through a shock wave.

Beyond this, it cools and finally drifts off into galactic space as

clouds of cool gas. The outer limit of the solar system, in this

view, is about the same as the outer limit of known planetary

orbits.

The region beyond the shock front serves as a source of rapidly

moving, or hot, hydrogen atoms, and some of these penetrate

deeply into the solar system. This neutral hydrogen within the

solar system constitutes a very tenuous gas, but it does scatter

solar Lyman alpha radiation to a perceptible degree. It is pos-

sible to make much more sophisticated measurements of the

scattered radiation than have been made in the past, and it is

to be anticipated that these measurements will soon be made. The

results of these measurements, when they are available, will con-

tribute to our increased knowledge and understanding of the solar

system, particularly with respect to the forces and processes involved

in interactions hetween fields and charged particles.
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a distance from the Sun of about 20 astronomical units, it loses

its supersonic characteristic on passing through a shock wave.

Beyond this, it cools and finally drifts off into galactic space as

clouds of cool gas. The outer limit of the solar system, in this

view, is about the same as the outer limit of known planetary

orbits.

The region beyond the shock front serves as a source of rapidly

moving, or hot, hydrogen atoms, and some of these penetrate

deeply into the solar system. This neutral hydrogen within the

solar system constitutes a very tenuous gas, but it does scatter

solar Lyman alpha radiation to a perceptible degree. It is pos-

sible to make much more sophisticated measurements of the

scattered radiation than have been made in the past, and it is

to be anticipated that these measurements will soon be made. The

results of these measurements, when they are available, will con-

tribute to our increased knowledge and understanding of the solar

system, particularly with respect to the forces and processes involved

in interactions hetween fields and charged particles.



solar activity, X-ray emission from the Sun can become intense.

At such times both the ultraviolet and the X-rays are enhanced

and rather profoundly alter the ionosphere of the Earth for periods

of hours or days.

If we look toward the long wavelengths there is, of course,

the infrared, which contributes mainly warmth to the Earth,

though less than does visible light. The infrared contributes

warmth at high altitudes in the terrestrial atmosphere, in contrast

to the visible light, and thereby plays its own role in weather

At even longer wavelengths, there are radio waves from the Sun.

The quiet Sun is a weak emitter of radio waves, so it can be de-

tected only with suitably sensitive radio equipment. The active

Sun sometimes emits enormous bursts of radio noise which are

not only relatively easily detected, but also tell us about things

which go on at the Sun.

Altogether, then, there is a very broad spectrum of electio-

magnetic waves, involving X-rays, ultraviolet, visible, and infrared

light, and radio waves, which come to the Earth from the Sun.

The visible light is the main source of energy, but each wave

length outside the visible produces its own individual effects in

its own region.

Entirely different from the electromagnetic waves which I have

spoken of so far is the corpuscular radiation from the Sun

Particles of imatter—electrons, protons, helm nuclei, etc. —are

emitted from the Sun at various energies, at various times, and

each has its own interesting and exotic effects Corpuscular radia-

tion has not been known for as many years as the electromagnetic

radiation because its detection requires advanced technological

skills. Usually one has to get high in the atmosphere before he

can detect it at all. The most spectacular corpuscular emissions

cccur at the time of solar flares.

A flare, described in chapter 3, is a sudden brightening of the

outer atmosphere of the Sun in the vicinity of large sunspots.

It is not known just what a flare is except that it is an explosive

storm on the Sun, involving rather large amounts of energy.

At such times particles, particularly electrons and protons, are

produced and stream out into space along the magnetic fields

of the Sun with velocities sometimes approaching very closely the

speed of light. It is these fast, or relativistic, electrons which cause

many of the radio bursts from the Sun at the time of flares. The
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protons which are emitted at such times escape from the Sun

into interplanetary space and fill large volumes of space with

intense fluxes of fast particles. (They are, of course, a hazard to any

astronaut who may be out in space at that time, and a good deal

of thought has been put into this problem, in view of the plans

for journeys into space.) These particles come to the Earth where,

for some twenty years or more, they have been detected and in-

tensively studied.

At this point, let us turn to the general nature of the Earth’s

magnetic field. The magnetic field comes out at the south pole of

the Earth, swings around through space, and goes in at the north

pole, so that over most of the Earth we have a thick region of

magnetic field over our heads. In the polar regions, where the

lines of force are coming straight in from space, it is possible for

fast particles from the Sun to come in along the lines of the mag-

netic field. They do not travel easily across the lines of the field.

In the polar regions, then, the fast particles from the Sun come

in to the Earth and profoundly affect the ionosphere. At such

times, when the Sun is extremely active and the ultraviolet, X-ray,

and fast-particle emission from the Sun is extremely high, the

ionosphere may be seriously disrupted and irregular, with the re-

sult that radio communications are broken or extremely difficult

for extended periods of time.

In addition to the bursts of fast particles from solar flares, there

is a somewhat more general, broader emission from the Sun which

goes on all the time. I am referring now to the relatively low-

energy and slow emission of matter from the Sun that is respon-

sible for magnetic storms, trapped radiation belts, comet-tail be-

havior, and the aurora to name a few of the effects. Historically,

the magnetic storm and the aurora have been known for some

time, the aurora, probably, for hundreds of thousands of years.

The magnetic storm was detected as soon as men learned to make

compass needles, which was some four or five hundred years ago.

A few sharp-eyed and patient observers found that the needle,

which normally hung steadily, was occasionally disturbed. And

after a period of decades, it was discovered that this occurred

particularly at the time of high auroral activity. The origin of

the magnetic storm and the aurora was traced to the Sun, but the

origin and nature of the corpuscular emission from the Sun re-

sponsible for them remained a mystery until modern times. Curi-
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ously enough, comets provided the explanation. It was observed

that gaseous comet tails point away from the Sun, and we finally

concluded that this was caused by the rush of corpuscular emission

past the comet. The fact that the comet tails always point away

from the Sun showed that the corpuscular emission was a very

general phenomenon, that it did not require special conditions on

the Sun, and that its origin must lie in some general property of

the Sun and its outer atmosphere.

To understand how the general emission of low-energy cor-

puscles from the Sun takes place, we should digress for a moment

and consider the Sun itself. The center of the Sun is extremely

hot and extremely dense. The temperature is 15 million degrees,

approximately, and the density is approximately one hundred

times that of water. The maternal is a gas, in spite of its high

density, because it is so hot It 1s in the center of the Sun that

the energy supplying the Sun is released from the nuclei of hydrogen

atoms through conversion into helium The energy 1s carried out-

ward through the Sun by the radiation buried in the Sun. X-rays

predominate at the center of the Sun, and it is by their slow

diffusion and transfer outward, with steadily dropping tempera-

tures, that the energy finally reaches the 6,000-degree surface of

the Sun. The outer layers of the Sun behave like the water in

a kettle under which a fire has been built. The under side of the

layers is much hotter than the upper side of the layers, with the

result that the layers boil, or convect, as one says. They con-

stantly turn over. This convection can be observed on the surface

of the Sun. The surface of the Sun, if you look at it with suitable

instruments so that it does not dazzle the eye, can be seen to be

a large, boiling pot. Above the visible surface of the Sun the

atmosphere extends out for a considerable distance, and _ this

corona can be observed for 10 million kilometers into space. The

interesting thing is that the boiling at, and beneath, the visible

surface of the Sun generates so much agitation-~sound waves,

gravity waves—that the tenuous outer part of the atmosphere is

violently heated. The temperature rises once more to millions of

degrees—in this case, 2 or 3 million degrees—-to form the solar

corona. The corona (Latin for “crown’’) is so named because

it is observed as a white halo around the Sun, extending far into

space, when the bright disk of the sun is cut off by the solid body

of the Moon during a solar eclipse. The outer atmosphere of the
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Sun is extended into space for Jong distances by its enormous

temperature of 2 or 3 million degrees. It is this outer atmosphere

of the Sun which is responsible for the continual emission of

particles from the Sun that produce the magnetic activity and the

aurora.

It turns out that an atmosphere as hot as the atmosphere of

the Sun, extending far into space with a temperature of a couple

of million degrees, has no static equilibrium but must continually

flow into space. There is no way of shutting off the flow, short

of building a large box around the Sun The continual expansion

of the outer atmosphere of the Sun leads to winds blowing from

the Sun at the rate of 300 to 800 kilometers per second. These

winds make the journey from the Sun to the Earth in a period

of 2 to 5 days and have been called the solar wind. It is the flow

of the solar wind around the Earth, and particularly over the

outer boundaries of the magnetic fields of the Earth, which pro-

duces the magnetic and auroral effects with which we are familiar.

I mentioned eather that the Earth has a magnetic field which

extends out into space and shields the Earth from fast particles

from the Sun Even more effectively, it shields the Earth from

the solar wind itself. One must go some 60,000 or 70.000 kilometers

into space in the direction of the Sun to get out of the magnetic

field of the Earth Were it not for the solar wind, the magnetic

field of the Earth would, of course, extend much further into

space. But the effect of the wind is to compress the field around

the Earth and to confine the field within a lmmted region called

the magnetosphere The magnetosphere is a comet-shaped region

terminating on the sunward side of the Earth at a distance of some

60,000 o1 70,000 kilometers but extending off in the antisolar

direction for distances which must be at least a million kilometers

(no one knows yet exactly how far) The boundary of the mag-

netic field appears to be rather well defined. As far as observations

can tell, the thickness of the boundary is perhaps no more than

0 or 100 kilometers. ‘The boundary is a transition from the

magnetic field and a very tenuous outer atmosphere of the Earth

(0 the rapidly streaming solar wind coming to us from the Sun.

The flow of the wind over the boundary of the magnetosphere

s responsible, apparently, for magnetic activity and for the aurora.

Magnetic activity consists of a general shaking and fluctuation of

he magnetic field The violent activity has very little pattern.
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The magnetic storm starts when a particularly strong blast of wind

comes from the Sun and compresses the magnetic field in much

closer to Earth than normally. This is accompanied by an increase

in the field strength in the vicinity of Earth. It is a small increase,

a fraction of a percent, generally. But it can be easily detected

with suitable instruments. A little later, when the storm has

progressed in the usual way, gases from the solar wind apparently

fold into the magnetic field, inflating the magnetic field and caus-

ing it to spring outward into space. This is the opposite from the

way the storm begins. It is called the main phase of the storm

and may go on for several hours or days.

While the solar wind is compressing and then expanding the

magnetic field of Earth, particles apparently are folded in to the

magnetic lines of force, both in the long tail extending out behind

the Earth and perhaps elsewhere around the boundary. The mag-

netic field is, at the same time, convecting slowly under the forces

exerted on it by the solar wind, so the particles are carried deep

into the field. The particles are accelerated by perhaps several

mechanisms and, in their journey in the rolling magnetic field,

find themselves in collision with the atmosphere of the Farth.

This is apparently the basis for the aurora, which has been recog-

nized for seventy years now as the result of fast particles coming

into the atmosphere of Earth. The particles that produce the

aurora are different from the very fast particles from the solar

flares, which I mentioned earlier. It is true that the fast particles

from the solar flares may contribute to some of the luminous emis-

sion, but apparently not to the extremely luminous displays that

we call the visible aurora.

Let me digress for a moment to discuss the acceleration of

particles. Up to the present point I have stated merely that the

solar wind blowing over the magnetosphere of the Earth causes

particles to be accelerated by one or more of several mechanisms.

The mechanisms are not all clearly understood in each separate

application. We should recognize that the acceleration of particles

from ordinary thermal speeds (of a few kilometers per second) to

extremely high velocities, sometimes reaching near the speed of

light, occurs in many circumstances throughout the universe. The

general rule seems to be that whenever gases move rapidly in the

presence of magnetic fields, they produce a few particles with ex-

tremely high velocities. There have been several ideas suggested
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to explain the means by which the high velocities are achieved.

One process for acceleration involves the jostling of particles back

and forth between massive elements of gas and field. Imagine a

light object bouncing repeatedly from massive moving elastic ob-

jects and with each bounce achieving a slightly higher velocity on

the rebound. This random process of acceleration is called the

Fermi mechanism and is believed to be widely operative. It is by

no means the only possibility, however. There are several other

schemes that have been thought of.

One of the most prominent of such schemes involves particles

moving around in a circle in a magnetic field. This circular mo-

tion is sometimes called cyclotron motion, in analogy to the labora-

tory instrument in which the technique is used. As the particles

move around the magnetic field, a periodic push is given to the

particles once each time around, due to some passing wave. Thus

the particles go faster and faster, gaining a small amount of

energy each time around. This is the basis for the design of the

laboratory cyclotron Jt may also work in space, where one has

waves of all frequencies present and therefore some waves with

the right frequency to accelerate particles.

Finally, perhaps the simplest acceleration scheme of all, one thar

has been known for decades, 1s adiabatic compression. This phrase

simply means that when you compress a gas, such as air, you do

work on it, and the gas gets hot. Anyone who has pumped up a

bicycle tire or an automobile tire with a hand pump knows how

hot gas can get from being squeezed. Gases in space, and the

magnetic fields that pass through the gases, may be compressed

under a variety of circumstances. In connection with the aurora,

probably the most interesting compression takes place when the

magnetic field of the Earth overturns slowly and lines of force

which were initially far out in the magnetic field and widely

separated are brought in close to the Earth and squeezed close

together. The compression in this case may be as much as by a

factor of a thousand, or even ten thousand in extreme cases.

Roughly speaking, the energy of a particle increases by about the

same factor as the volume which it occupies decreases.

Individual electrons and protons—that is to say, fragments of

atoms such as are found in the solar wind—may be picked up in

the magnetic field of the Earth out near the boundary of the field,

where the strength is perhaps one ten-thousandth of a gauss, and
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carried in along with the magnetic field (in the course of several

hours) to be compressed into a region where the field has a

strength of a half of a gauss. The compression is then by a factor

of more than a thousand; and particles that initially had tempera-

tures of the order of 10,000 or 20,000 degrees, which is very

modest for the solar wind, would then find themselves with

temperatures of the order of 20 or 50 or 100 million degrees. In

this way the compression may be responsible for many of the fast

particles which produce the aurora. The aurora, of course, 1s an

extremely complicated phenonienon and there must be more to

it than this. But this may be the basis for it.

Now let us look at the broad problem of acceleration of par-

ticles in the universe. The general rule is that violent gas motions

and fields lead to fast particles These fast particles may produce

a number of effects such as the aurora, or in other cases (in stars)

they may produce intense radio emission. They may be responsible

for much of the phenomenon called the solar flare on the Sun.

What I want to emphasize, however, is that the aurora, which 1s

so spectacular on the planet Earth, is only a special case of a very

widely occurring phenomenon in the universe, agitated gases

producing fast particles.

Observations on the solar wind outside the magnetic field of

Earth show that there are large numbers of fast particles there

too. Some of these come from solar flares on the Sun; some of

them come from the Galaxy and are called cosmic rays. But some

of them seem to be produced locally, not inside the magnetic

field as are the auroral particles, but as the wind strikes violently

against the magnetic field, goes through a shock transition, and

flows with some turbulence around the sides of the magnetic field.

It is to be hoped that in the next few years increasing observa-

tional information will help to disentangle the general storm of

particles and perhaps Jead to a somewhat more detailed under-

standing of their origins than is presently possible.

Historically, the first major concern with the acceleration of

particles in nature came from inquiries into the origin of cosmic

rays. Cosmic rays have been known since the 1930's to consist of

fast protons plus other particles, and speculation arose as to the

origin of these fast particles. As observations extended into other

fields—and, in particular, into radio astronomy—we recognized

that throughout the Galaxy there were many regions where intense
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fluxes of fast particles occurred. Thus the search for the origin of

cosmic rays has broadened greatly, until now one associates the

whole problem of particle acceleration with supernovae, solar

flares, aurora, and so on.

Coming back now to the question of the solar wind and the

Earth, I want to note that, in addition to auroral displays and

magnetic storms, which are most common when the Sun is active,

there 1s some evidence that solar activity has influence on the

ordinary terrestrial weather. The influence is not of a simple na-

ture. It is not that rain comes when the Sun is active or fails

when the Sun is active, but rather that the overall terrestrial

weather pattern seems to be somewhat different when the Sun is

active than when the Sun is not active. When the Sun is not

active, the wind patterns in the northern and southern hemispheres

of the Earth tend to settle down into strong east-west circula-

tions, whereas in times of solar activity there is a greater tend-

ency for the formation of individual storms which give strong

north-south mixing. This is of course a Statistical matter. There

are always storms associated with north-south mixing, even when

the Sun is inactive. When the Sun is active, there seems to be a

stronger tendency for the north-south circulation as compared to

years when the Sun is inactive. It is the statistical nature of the

effect which leads to the possibility for controversy about the

reality of the effect

Without going too far into speculation, we may nevertheless

grasp the important implications of solar activity by applying the

idea as an explanation for the extensive ice ages of the past.

People have asked for many years: How is it that sometimes the

Earth can be warm, with a semitropical climate extending almost

to the poles, and at other times have polar conditions extending

down to the middle latitudes? It is not a simple matter of the

Sun being hot or cold, because the indications are that the Sun

has shone with its present brightness for billions of years. Presum-

ably, it must be some subtle change in conditions in the terrestrial

atmosphere. One can see that if the atmosphere were to settle

into a strong east-west circulation for an extended period of time,

there might be the possibility that the warm air from tropical

regions would not mix up into the middle latitudes, and therefore

polar conditions could be obtained. This is of course a specula-

tion. The connection of terrestrial weather patterns with activity
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on the Sun may be eventually a means for understanding at least

some part of the question of the formation of ice ages on this

planet. Observations of solar activity show that, in fact, it is

extremely irregular and there have been periods of some twenty

or thirty years when the Sun was essentially without much solar

activity. This is not long enough for ice age conditions to de-

velop, certainly. But it shows that solar activity, which is itself

not really very well understood, may be something that can shut

itself off for extended periods of time, perhaps thousands of years.

We simply do not know.

What about immediate effects of solar activity on the terrestrial

weather pattern? The mechanism by which this effect takes place

is not well understood. Indeed, the existence of such influence is

stoutly denied by some experts in the field. But in spite of such

opposition, there seems to be some relationship, and there are

some ideas as to its basis. For instance, one idea has to do with

the possible role of ions in rain formation. When there are large

numbers of aurora, large numbers of ions are produced in the

upper atmosphere. Each such ion is a seed for condensing mois-

ture; we are all familiar with the effects of seeding clouds with

small crystals of various chemicals. The crystals enhance the

condensation of moisture, leading to cloud formation. Presumably,

seeding high regions of the atmosphere with ions should enhance

the condensation of ice crystals, which, in turn, give an increased

“greenhouse” effect! and in that way may have some profound

effects on the weather. This is not proved, but it looks plausible.

Present worldwide space programs have contributed a great

deal to understanding the effects which the corpuscular emission

from the Sun has upon the Earth and, for that matter, to under-

standing the ultraviolet, X-ray, and infrared emissions from the

Sun. The problem is that these emissions from the Sun cannot

be observed at the bottom of the atmosphere. We are shielded

IThs effect is so-called because it is commonly experienced in green-

houses. Even on a very cold day light passes through the windows of a

greenhouse. Striking interior surfaces, plants, and soil, the light radiation is

re-radiated at the longer, infrared wavelengths. These waves, however, can-

not pass out through the window: while glass readily transmits light waves,

it blocks the lower frequency infrared waves. Thus the greenhouse warms

up as more and more light radiation enters Moisture and carbon dioxide

in the atmosphere serve as similar barriers to re-radiated energy from the

Earth.
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from them by the dense cloud of air over our heads. One could

argue that it is a very good thing we are shielded, because most

of these radiations are bad for life of any form that we know;

nonetheless, it has been possible only in the last ten or fifteen years

to begin to get up out of the atmosphere with sufficient ease to

make meaningful measurements. Once begun, however, progress

in studying and understanding these phenomena has been very

rapid. Ten years ago an essay on this same subject would neces-

sarily have been far more sketchy, and the statements far more

dubious. Ten years ago we did not understand clearly the origin

of the corpuscular radiation producing magnetic storms, A num-

ber of ideas had been constructed, but they were vague and con-

troversial. Extremely fast particles from flares had been detected

at that time, but again the information available was not sufficient

to come to any clear understanding of how they moved through

space and exactly what effects they have on the Earth.

This is not to say that things are entirely understood at the

present time. You will have noted a number of vague statements

in the remarks that ] have made. For instance, in discussing the

origin of magnetic storms and the aurora, I have asserted that

they are caused by the solar wind blowing over the magnetosphere

of the Earth. I think that is correct. But it is very difficult to say

exactly how this effect takes place. There are many ideas as to

this, and I have my own opinions, of course. I think the basic

requirements for the aurora and magnetic storms are fairly well

understood now, but whether the radiation belts, the aurora, and

magnetic storms are produced mainly by convection of the mag-

netic field of the Earth, or by acceleration of particles in the

neutral sheet in the magnetic tail of the Earth, is still a subject of

considerable debate. We can see that, with continuing space ob-

servations, the question should be subject to eventual settlement

in principle.
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The

Core

and

Mantle

ANTON L. HALES

For many years it was thought that the Earth was liquid below a

comparatively thin crust. During this century, seismology, the

study of the travel times of the waves from earthquakes, has led

to a picture of the Earth’s interior which is definite in broad

outline, but which leaves open a number of intriguing questions

which I shall discuss later. It is by probing these questions that we

can hope to gain understanding of the forces which have shaped

the Earth as we see it today, the forces which create mountains

and conceivably move the continents.

Let us start with the definite and then turn to the interesting

areas of uncertainty. We are now convinced that the solid Earth

can be viewed as consisting of three regions: the very thin crust,

the mantle, and the core. The crust is about 30 to 40 kilometers

thick in continental areas and only about 6 kilometers thick under

the oceans. Beneath this surface layer lies the mantle, which

extends to a depth of about 3,000 kilometers. The mantle is

divided conventionally into an upper part and a lower part. The

upper mantle is the outermost part, between 400 and 1,000 kilo-
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meters. Here we know that the material changes in composition

with depth, and recent studies have shown significant differences

between the region lying beneath the oceans and that beneath

the continents. The mantle is solid except possibly in localized

where the lava of the volcanoes 1sregions—magma chambers

generated before being spewed out at the surface.

Beneath the mantle, in turn, lies the core, and this region,

ranging from the Earth’s center out to some 3,000 to 3,400 kilo-

meters, consists of two distinct zones, the inner and outer cores

The inner core is solid and has a radius of 1,200 to 1,300 kilometers,

while the outer core, extending out to perhaps 3,400 kilometers,

is liquid.

These gross structural features, as well as almost every detail

we have about the deep Earth, are revealed by seismic waves

arising from earthquakes. However, there are two kinds of seismic

waves in a solid, P waves and S waves. P waves have a longi-

tudinal motion, that is, the particles move in the direction of

propagation of the waves. S waves have a motion that is transverse

to the direction of propagation. One may think of these as

“push” and “shake” waves. The P waves travel at speeds of 8

to 13 kilometers per second in the mantle, while the slower S waves

have speeds of about 5 to 8 kilometers per second. One other

difference is most important: only P waves can travel] through a

liquid medium. At any interface or discontinuity in elastic prop-

erties, it 1s possible to generate refracted and reflected P waves as

well as refracted and reflected S waves. This transformation of

the seismic waves into the other kinds of waves at an interface adds

considerable complication to the study of records of earthquakes

at great distances, but it is, nevertheless, fortunate because it pro-

vides much additional information on the structure of the Earth.

At the boundary between the core and mantle, for example, an

incident P wave is reflected, but part of the same P wave travels

on into the core and finally back from the core out to the surface.

But we cannot find any evidence of an S wave having traveled

through the outer core, and this is one of the reasons for believing

the outer core to be liquid. Instead, that part of the S wave

which is not reflected travels through the core as a P wave. Because

of the difference between the S and P velocities outside the core,

the paths within the core are rather different, and thus we have

two sources of information on velocities in the core. It is the com-
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parison of the seismic velocities (determined from the travel times

of the seismic waves) with the results of laboratory experiments

at high pressure and temperature which enables us to make

intelligent estimates of the materials of the Earth at great depth.

The pressures in the core, greater than 1.4 million atmospheres,

are far beyond the range of laboratory high-pressure apparatus, and

so we rely on shock-wave studies in which an explosive charge

generates a shock wave that exposes samples for a few micro-

seconds to pressures as great as those existing at the center of the

Earth. These studies lead to the view that the core is made of

iron, possibly alloyed with a few percent of some lighter element

such as silicon.

If, then, the core 1s made of iron, one can make inferences with

regard to the temperature of the core, using extrapolation of the

melting-point curve for iron measured at lower pressures. These

extrapolations rest on the application of solid-state physics theory

in one form or the other, and lead us to the conclusion that the

temperature at the core mantle boundary is between 4,000 and

5,000 degrees centigrade.

Here I would like to call attention to an important question.

This has to do with the energy required to drive the convection

currents in the liquid outer core. These currents, it is now thought,

are responsible for the magnetic field of the Earth. There appear

to be only two possibilities that can account for this energy. One

is that a significant portion of the radioactive material of the

Earth is in the core. The other is that the solid inner core 1s grow-

ing and releases heat to the outer core as it solidifes.

So far, I have made use of information about the Earth which

was derived from the travel times of the P and S body waves, the

waves which travel through the Earth like light waves through

a lens. But the record of an earthquake contains other informa-

tion, and here I am referring particularly to waves traveling near

and at the surface. There are two kinds of surface waves, Rayleigh

and Love waves. These waves travel round the surface of the

Earth rather than through it. They have long periods, up to

several hundred seconds, and so, although they are traveling

round the Earth, the velocity with which they travel is affected

by the properties of the material at depths of several hundred

kilometers. These waves have provided valuable information on

the properties of the upper mantle. In fact, one might say that
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it was the analysis of these waves, and the inference from this

analysis that there was indeed a Gutenberg low-velocity layer in

the upper mantle, which led to the increased interest in the upper

mantle and which has culminated in the international Upper

Mantle Program. Modeled much along the pattern of the Inter-

national Geophysical Year, this program began in 1962 and runs

to 1970. It is a coordinated attack by scientists of some fifty

nations on the problems of the upper mantle and the crust.

Closely related to the study of surface waves is the study of the

free oscillations of the Earth It turns out that the Earth rings

like a bell for many days after large earthquakes such as the re-

cent Alaskan and Chilean quakes. These oscillations are of two

kinds, radial and toroidal, and have many modes, ranging in

period from about 55 minutes down to the periods of hundreds of

seconds in the surface waves. As might be expected, the periods

of the low-frequency modes depend more on the properties of the

material at great depth, and the periods of the higher frequency

more on the material in the outermost few hundred kilometers.

These free oscillations are beautifully recorded on the strain

seismnometers developed by Hugo Benioff at the California In-

stitute of Technology. These instruments measure how much 100

meters of the Earth stretches when a seismic wave passes by. It

was Benioff who first realized that it was possible that the long-

period waves after a major earthquake could be the free oscilla-

tions of the Earth. Some of the modes of free oscillations are also

very well recorded by the tidal gravimeters developed for the

International Geophysical Year program.

Studies of P and S waves and of Rayleigh and Love surface

waves have provided us with a model of velocities within the Earth.

From this model the periods of the free oscillations could be cal-

culated, permitting us to compare the calculated oscillations with

those derived by analysis of the strain and tidal gravimeter records.

Thus we would have a comparison of results based on two inde-

pendent sources of information, one from the seismic body waves,

the other from the periods of the free oscillation. But the cal-

culation of the periods of the free oscillations required the varia-

tion of density with depth. How the Earth material varies in

density is not only significant to this comparison but is clearly im-

portant in itself because it tells us much about composition and

structure.
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This variation of density with depth had been studied by K. E.

Bullen of Australia. The density in any chemically homogeneous

portion of the Earth varies with depth in a manner given by the

famous Adams-Williamson equation. Bullen integrated the equa-

tion and showed that, since the calculated mass and moment of

inertia of the model had to be consistent with the observed mass

and moment of inertia, the whole mantle could not be chemically

homogeneous; there was necessarily either a density discontinuity or

a region of rapid change of composition at some depth between 300

and 900 kilometers, that is, in the upper mantle. It was difficult

to determine how the density varied in this region, and Bullen

over the years developed two models which have come to be re-

garded as reasonably good representations of the density within

the Earth.

When the periods of the free oscillations were calculated on the

basis of the body-wave- and surface-wave-velocity models and the

Bullen density model, it was found that there was, in general, ex-

cellent agreement between the calculated and observed periods.

The exceptions were for the low-frequency radial and_ toroidal

modes, the periods of which depend in large measure on the

properties of the Earth at depths between 1,500 and 3,000

kilometers Several suggestions have been made for changes in the

model to remove this discrepancy. All involve some modification

of our present models of the lower mantle and core, the density,

the velocities, or the radius of the core, This is one of the areas of

uncertainty which is being studied very closely at the present time.

Now let us turn to the upper mantle. It is, I think, commonly

believed today that it is in the understanding of the properties of

this region that we shall find the clues to the Earth-shaping

processes.

It was in the upper mantle that the Gutenberg and Jeffreys-

Bullen velocity distributions differed. The Gutenberg distribution

had a low-velocity zone in the upper mantle: the Jeffreys-Bullen

did not. One of the first results of the investigation of the surface-

wave velocities was to show that for S waves there was a low-

velocity zone, as had been stated by Beno Gutenberg. The zone

was closer to the surface and probably more marked below the

oceans than below the continents. Later work has shown that

there are differences in the S-velocity structure between the an-

cient shield areas and the regions of more recent tectonic activity,
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a good example being the differences between the regions to the

west and east of the Rocky Mountain front.

Thus we see that the differences in structure which are seen at

the surface do not, as had once been thought, stop at the

Mohorovitié discontinuity, the boundary between the crust and the

mantle, but extend to depths of several hundred kilometers. Re-

cent studies of the travel times from large explosions at distances

of between 1,000 and 3,000 kilometers have confirmed that there

are regional differences in the sub-Moho velocities. More sur-

prising, new studies of the travel times of the seismic waves at

teleseismic distances (3,000 to 11,000 kilometers) have shown

that there are significant regional anomalies of the order of one

or two seconds. These are interpreted as implying differences in

P velocity extending to depths of several hundred kilometers.

Clearly, it is necessary to map the upper mantle in much the

same way as geologists map the surface. The detail will not be as

great and the techniques will be different and less direct, but the

results may be just as important for our understanding of the his-

tory of the Earth. This mapping of the upper mantle is undoubtedly

one of the keys to the understanding of the Earth-shaping processes.

It has long been recognized that the attenuation of seismic

waves depends on the physical properties of the material at depth,

but in the case of body waves it is difficult to separate the

geometrical focusing effects of regions of rapid velocity change

from those of absorption. Recently, methods of studying the

anelasticity of the Earth by the use of surface waves have been

developed. The results are expressed in terms of the proportion of

the energy lost by a wave during one cycle. This quantity is high,

about 1/100 to 1/200, for the low-velocity zone, and surprisingly

low, of order 1/2,000, for the lower mantle. One can interpret

these results as implying much lower viscosities in the low-velocity

zone than in the crust, or lower mantle. The inference of low

viscosity in the low-velocity zone is confirmed by recent studies

of the Fennoscandia uplift.

What does this mean? Broadly speaking, geophysicists had ex-

pected that the Earth would be hotter closer te the center and

that therefore the center would be closer to the transition be-

tween solid and liquid. Thus, the Earth would be weaker near the

bottom of the mantle than near the top. But these new studies of

the anelasticity show that the weakest zone is in the upper mantle,
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that is, in the outermost 200 kilometers. It is here that the move-

ments of the continents relative to one another must take place. It is

because the lower parts of the Earth are so strong, more like steel

than like putty, that the Earth rings like a bell after a large earth-

quake and that sizable movements of the ground, up to a half-

inch, go on in Washington, D. C., for long after large earth-

quakes such as those in Chile or Alaska.

The discussion thus far has been confined to information on

the Earth's interior derived from seismic studies. There are, how-

ever, other geophysical and geochemical data which bear on the

composition and structure of the interior. It is known that, by

and large, the Earth is in a state of isostatic equilibrium: in other

words, the mass per unit cross section is roughly the same in any

vertical column whether it is below the continents, the oceans, the

high mountains, or the sea-level plains. Since the rocks of the

crust are known to be lighter than those of the mantle and are

known also to have been derived from the mantle, there is, as was

pointed out by the young American geophysicist G. J. F. Mac-

donald, good reason for believing that on the average there has

been little horizontal movement of the crust relative to the upper

mantle. Support for this conclusion comes from the studies of the

heat flow. Since Sir Edward Bullard developed, about 1948, a

method for measuring heat flow at sea, many measurements of

heat flow have been made at sea. It is clear that the heat flow

through the ocean bottom averages between 1 and 1.5 micro-

calories per square centimeter per second, just as it does on land.

It is known that about half of the heat flow on land comes from the

radioactivity of the rocks of the crust, so that again one is driven

to the conclusion that the mantle below the continents has stayed

there throughout the history of the Earth. Thus, as has been

pointed out by Francis Birch at Harvard, if the continents are to

drift in the manner suggested by A. Wegener in Germany early in

this century and supported by recent paleomagnetic evidence, then

several hundred kilometers of the mantle must move with the

continents. There is here some inconsistency with the evidence

that under the continents, as well as under the oceans, the region

of low velocity, the weakest layer, lies above 200 kilometers.

Models of the chemical and mineralogical composition of the

Earth are usually based upon the composition of meteorites, for

these bodies are thought either to have been formed at the same
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time as the Earth, or to be parts of a larger body formed at the

same time as the Earth that broke up later and littered space with

debnis.

But the Earth itself gives us an opportunity to study the rocks

of its interior. Diamonds are found in pipes in a matrix of

mashed-up material which has clearly been forced through the

crust almost explosively. Since we know that the diamonds must

have been formed at depths of 100 or more kilometers below the

surface, we can infer that the other lumps of rock found in the

pipes also came from the mantle. We are on sure ground then in

believing that the mantle rocks are a mixture of garnet periodotite

and eclogite, but the proportions of each and the relation between

them are still the subject of speculation. In fact, we have a large

number of samples of the material below the Mohorovitic¢ dis-

continuity already, long before man has been able to drill to this

region and to secure samples from it.

We know well that the rocks of the crust have been milked

from the upper mantle, and in fact we see this process going on

today in all the volcanic regions of the Earth. In the same process

the gases of the atmosphere and the water of the ocean evolved

from the mantle. In this process, the silica which occurs in the

mantle rocks as silicate (i.e., tied to some metallic ion), separates

out and becomes the quartz of the granites of the crust. But we

do not yet fully understand the process by which the separation

occurs,

Laboratory experiments at high pressure and temperature based

on the pioneering work of Percy Bridgman of Harvard have shown

that at high pressure and temperature many materials suffer phase

changes: when the pressure becomes high enough, they change to

new forms of higher density and with different elastic properties.

Because the temperatures at corresponding depths beneath the

oceans and continents are so different, it is probable that these

phase changes occur at different depths under the continents and

oceans and thus account for the differences which the seismologist

sees between the upper mantle under the continents and oceans.

What of the forces which have shaped the surface of the Earth

as we see it today? There is no question that these are considerable.

The energy required to produce uplifts of several kilometers over

regions of thousands of square kilometers is enormous. A large

earthquake releases seismic wave energy of the order of 1025 ergs.
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A very large power station, of, say, 500 megawatts, produces this

amount of energy in 70 years. Broadly speaking, there are three

ideas with regard to the processes which produce these gigantic

effects.

The first, and the most popular today, is that there are giant

convection cells within the mantle. The convection theories face

a serious difficulty over whether convection will proceed through

the phase-transition boundaries which almost certainly exist in

the upper mantle, and there are other difficulties. A second and

older concept is that the forces which shape the Earth arise from

the slow contraction of the Earth as a result of cooling. But there

Is now some question as to whether the Earth 1s expanding or

contracting. A third possibility is that the energy for the Earth-

shaping processes is derived in some way from the energy of the

rotation of the Earth. But none of these hypotheses is free from

objection, and there is no doubt that we have much to learn about

the fundamental processes which have shaped the Earth.

We know a little about the interior of the other satellites and

planets. From astronomical data we can determine the mass, and

thus the mean density, of the planets. For the Moon, the mean

density is so low that it cannot have a core like that of the Marth.

For Mars the core, if present at all, is relatively small, and it has

been conjectured that the absence of a magnetic field on these

bodies is related to lack of cores in both bodies. The Mariner re-

sults show that the Martian atmosphere differs from that of

Earth by having much less water, and much less oxygen, so it Is

conjectured that the differentiation processes in which the crust

and atmosphere evolve from the mantle have been smaller in

scale on Mars than on Earth. It is estimated that the crust of Mars

is several hundred times thinner than that of Earth. In fact, in

spite of the difficulties of space exploration, it may well be easier to

drill a Mohole on Mars than on Earth.

Increased knowledge of the interiors of other planets will be

gained in the decades ahead by the use of spacecraft. Such in-

sights will be significant to us as we attempt to understand the

nature and history of the solar system, and here comparisons be-

tween the various planetary interiors will permit us to make

generalizations. Yet the Earth itself will continue to hold our

keenest interest, not only because it is our abode but because our

better understanding of it 1s crucial to our interpretation of data

from other planets.
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T he

Crust

and

Continents

EUGENE HERRIN

The development of society has been, and is, strongly controlled by

the natural resources available to man in the upper part of the

continental crust, from the soil which produces most of his food

to the petroleum he takes from holes drilled many kilometers into

the Earth. The importance of natural resources to man’s de-

velopment is reflected in the names given to the ages of civiliza-

tion: the Stone Age, the Age of Copper, the Bronze Age, and the

Iron Age. No wonder, then, that man has shown great curiosity

about the skin of the Earth upon which he lives.

The continental crust is generally 30 to 40 kilometers thick,

extending from the surface to a rather sharp break, the Mohoro-

vidié discontinuity, which marks the boundary between the crust

and mantle of the earth. The upper part of the continental crust

is In many places covered by layers of water-lain or wind-lain

deposits called sedimentary rocks or by their metamorphic equiva-

lents—that is, sediments greatly altered by the increased tempera-

tures and pressures of deep burial. These rocks were later exposed

by the action of erosive processes. Below the uppermost layers,
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the crust is composed of material having the properties of granite.

With depth the crustal rocks become more dense, more rich in

iron and calcium, and depleted in silicon. At the base of the crust

these rocks have the properties of the dark lavas called basalts that

are found in many parts of the world. The oceanic crust is much

thinner and consists only of rocks of the basaltic type.

The crust and upper mantle do not have sufficient strength to

support the great load of mountain blocks or upland plateaus over

an extended period of time. These highlands would sink slowly

into the underlying material until an equilibrium was established.

The required flotation process can result from a depression of the

lower boundary of the crust, the Mohorovici¢ discontinuity, into

the denser mantle or it can result from the presence of material

of anomalously low density in the upper mantle below the discon-

tinuity. The latter process can be shown to be statically equivalent

to a depressed and thickened crust. It now appears that both

phenomena are important in maintaining the flotation of conti-

nental highlands; thus, we expect a thicker, deeper crust beneath

the great mountain systerms and, in fact, the thicknesses are as

great as 75 kilometers in Central Asia. Under lowlands a more

normal continental crust is found. Under the oceans, the crust is

only a few kilometers thick.

Geologists and geophysicists whose job it is to explore and try to

understand the properties of the crust have over the last century

and a half developed a fascinating picture of its history and dy-

namics, a picture well described by Kirtley I’. Mather of Harvard

University:

“To get some idea of a geologist’s view of the Earth and _ its

history, an ideal instrument would be a time-lapse camera such as

those used to photograph the progress of a flower from bud to

full bloom. One can imagine a motion picture of the Earth, taken

by a camera on a platform some thousands of miles out from the

Earth's surface, with one picture of the same hemisphere taken

every 5,000 years. After nearly a billion years, we would have a

movie of truly epic proportions, telescoping a large part of the

history of our planet into a 3% hour drama.

“In such a motion picture the Earth would appear to be alive,

its exterior writhing in spasms. Great wrinkles—mountain ranges

and canyons—would appear in land that a few moments before

had been flat. Lands previously covered by shallow water would
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emerge and other lands would be flooded by spreading seas.

Glaciers and running water would file the mountain ranges into

Jagged peaks, then down to low hills and finally back to flat

valleys once more. Green jungles would change suddenly into

stark deserts. Great gashes, such as the Rift Valley in Africa,

might open up in a few seconds. Volcanos would fairly jump out

of the surface and then be worn away in a minute or two. Vast

ice sheets would expand over immense areas then retreat and

expand and retreat again, carving the land and leaving behind

new rivers, lakes and soils. This is the kind of rapidly changing

world the geologist sees.”!

Scientists have not always viewed the Earth as a changing

body. Prior to the beginning of the nineteenth century, geologists

thought of the crust as rather static, the Earth having been

created through a series of catastrophic occurrences and_ then

having remained much the same for the rest of its life. In 1795,

James Hutton of Edinburgh developed a theory which was to

become central to all of geological thinking. Hutton said, “No

extraordinary events are to be alleged to explain a common ap-

pearance. Chaos and confusion are not to be introduced into the

order of nature, because certain things appear to our partial view

as being in some disorder. Nor are we to proceed in feigning

causes, when those seem insufficient which occur in our ex-

perience.”

In effect HT[utton was saying that the small, seemingly in-

significant changes which occur on the surface of the Earth, such as

the wearing away of a stream bank or slight changes in a shore

line, are in the vastness of geological time capable of completely

altering the surface of the Earth and of producing the features we

see today. Modern geologists follow Hutton’s example by observ-

ing the natural processes that go on no matter how slowly and

extrapolating back through time in order to piece together the his-

tory and development of the Earth’s crust.

The processes of crosion, the wearing down of the land surface

by the action of wind, water and ice, are visible to all of us. If

these processes were to go on for extended lengths of time, the con-

IKirtley F. Mather, The Earth Beneath Us (New York: Random House,

1964), p. 9.

2James Hutton, Theory of the Earth (Edinburgh, 1795), Vol. II, Part

II, p. 547.
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tinental highlands would be worn completely away, and through

wave action the seas would eventually obliterate the continents

altogether. Under these hypothetical conditions, which follow

logically from Hutton’s theory, there would be no land surface, no

continents at all: man could not have evolved in his present form.

But there are continents now and there have been continents

throughout geological time. Clearly, there must be a process act-

ing to lift up mountains and to preserve the continental masses

in a condition of quasi-equilibrium with the destructive forces of

erosion. In dynamic and sometimes catastrophic geological events

(for example, earthquakes and the eruptions of volcanoes), we

see evidence of such phenomena tending to maintain the elevation

of our land surfaces. The study of the remarkable conflict of forces

destroying and rejuvenating the highlands is perhaps the most

fascinating part of the geological sciences.

Only in the last decade have we come to understand that the

great topographic features of the continents, such as the moun-

tain systems and the island arcs, are by no means superficial fea-

tures but that their roots extend through the crust and into the

upper mantle to a depth of several hundred kilometers. It is in

this region below the crust that we must search for the origin of

the forces that shape the crust itself and maintain the highlands

against continual erosion. Some parts of the continental masses

have floundered beneath the oceans and there are new segments of

continents, but on the whole the main mass of the continental

blocks has persisted through geological time although, as we shall

see, they may have moved relative to the interior of the Earth.

The southern half of western California is broken by a long

fracture, the San Andreas Fault, along which occurred the de-

structive San Francisco earthquake in 1906. The region close to

the coast of California from San Francisco southward to San Diego

is moving northward at a measurable rate. Geologists believe that

the coastal] section has moved several hundred kilometers during

the last 100 million years. There are similar examples of fault

motion in other continents. Following the principles outlined by

Hutton, one can conceive of large segments of the continental

crust moving relative to the underlying mantle; in fact, the conti-

nents themselves may have shifted great distances with respect to

one another.

One may perform an interesting experiment in the following
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way. Cut paper patterns of the European, African, and Ameri-

can continents to fit their representation on a medium-size globe.

Now place these patterns on the globe and attempt to slide them

toward one another. North America will move toward South

America, thus filling the Gulf of Mexico and the Caribbean Sea.

Britain and the Scandinavian states will fill the Baltic and North

Seas, while the compression of Europe towards Africa will fill the

Mediterranean. Moving the two sets of continents toward one

another will fill the Atlantic. One observes an amazing fit be-

tween the eastern coastline of South America and the western

coastline of Africa. Is it possible that we see here one large con-

tinent that has broken apart and drifted into the present positions?

There are other lines of evidence to indicate that continental

drift of this type may have occurred. When lavas, extruded during

volcanic eruptions, cool below a certain temperature, there is locked

into their mineral structure a magnetic orientation which coin-

cides with the direction of the Earth’s magnetic field at the time

of cooling. This magnetic memory remains fixed for the life of the

rock although the magnetic field of the Earth may change from

time to time. By analysis of the radioactive materials present in

the rock, the date of their cooling may be dete:mined. Sensitive

instruments can be used to measure the direction of the residual

magnetic properties of the rock which constitute, in effect, a mag-

netic memory of the Earth’s field at the time the rock cooled. As

these paleomagnetic data are collected from many parts of the

Earth, it becomes possible to chart by triangulation the position of

the Earth’s magnetic pole as a function of time through the geo-

logical ages. The “fixes” so obtained from the different continents

do not coincide, indicating that the present position of the con-

tinents is not the same as it was in the past. These studies strongly

suggest that the continents have drifted with respect to one an-

other during the last few hundred million years.

Yet continental drift of such magnitude presents difficulties.

As we have seen, the major continental features are continued in

the mantle, perhaps to depths of several hundred kilometers. If the

continents have drifted, do the underlying mantle rocks drift with

them? What physical forces could cause such large blocks of

Earth material to move across the surface of the globe? Perhaps

in all of the geological sciences there is no more intriguing idea

than this of continental drift.
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If the Euro-African and American continental blocks have

drifted apart in the last few geological periods, then the Atlantic

Ocean basin must be a rather young feature and should con-

tain only relatively young sediments. It has recently been pro-

posed that a comprehensive survey along a line from the east

coast of the United States to the west coast of Mauritania in

Africa be undertaken with sufficient drilling to determine the age

of the sediments in the Atlantic basin. This experiment should

provide critical evidence regarding the validity of the drift theory.

As I have already indicated, the crust is separated from the

upper mantle of the Earth by a rather profound discontinuity, a

fairly sharp break at which the properties of the rocks change

quite significantly. ‘The density of the material increases, the seismic

velocity increases, and probably the radioactive content decreases

markedly at this boundary. The temperatures and pressures present

in the crust and upper mantle of the Earth can be reproduced in

the laboratory. We believe that the rocks present there are all repre-

sented by samples found at the surface and that by subjecting

selected rocks to the required temperatures and pressures we should

be able to duplicate the materials found in the lower crust and

upper mantle. It is by this means that geologists and geophysicists

have attempted to describe the composition and physical properties

of this part of the Earth.

Several years ago the United States embarked upon a fascinating

and ambitious experiment: an attempt to drill through the crust

and the Mohorovidié discontinuity into the upper mantle and to

bring back specimens of the material there. This experiment, called

Project Mohole, has been deferred for the time being, but good

progress was made in the design phase and sooner or later man

will pursue it. Our technology is not sufficiently developed to make

possible the drilling of a hole through the continental crust, which

is 30 or more kilometers thick, but the oceanic crust is much

thinner, A hole 6 or 7 kilometers deep can be expected to pene-

trate the mantle. The successful completion of Project Mohole

should allow us to check our laboratory inferences concerning the

composition of the crust and upper mantle and the properties of

the unique discontinuity that separates them. Moreover, the en-

gineering skills learned in this way would help us to explore more

deeply into the crust for the raw materials required in ever in-

creasing amounts.
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Man 1s curious about the history of the crust on which he lives

and also about the forces that shaped it. What causes the earth-

quakes and volcanic eruptions that in his lifetime give evidence of

the unrest in the Earth’s mantle? What forces built the moun-

tains and preserved the continents against the attacks of erosion?

Measurable amounts of heat are known to flow out of the upper

crust, something hke one millionth of a calorie per second per

square centimeter over the entire surface. In the nineteenth cen-

tury it was thought that this heat flow resulted from the cooling of

the Earth’s interior, Clearly, such a process over the ages would

result in a reduced temperature in the outer mantle, and hence the

Earth would shrink, with the crust wrinkling like the skin of an

apple drying in the sun. This contraction theory was called on to

explain the tectonic forces which cause earthquakes and give rise

to the folded mountain belts across our continents. With the

discovery of natural radioactivity, however, it was found that most

of the heat escaping from the Earth could be attributed to radio-

active decay, and it was not at all clear that the Earth was shrink-

ing: in fact, it might be expanding, a situation which would arise

if more heat were liberated from radioactive materials than could

be conducted to the surface and there lost by radiation.

Another theory very popular during the last decade suggested

that the mantle of the Earth, when subjected to stresses over a long

period of time, might flow in a ductile manner. Because the

temperatures are higher in the lower mantle than near the crust,

convection cells might develop, with the hot, less dense material

rising to the surface and the cooler material sinking. The stresses

imposed upon the crust by these motions could result in mountain

building and continental uplift. Arguments regarding the convec-

tion theory are still going on. Many of these are very complicated

and depend upon a rigorous application of thermodynamics and

the theories of solid-state physics.

It is clear, however, that we do not yet fully understand the

origin of the forces that have shaped our continental crust. Con-

vection may play a part, but the picture is far from complete. Of

one thing we can be fairly certain: By some means, by some trigger

mechanism, the heat energy stored within the mantle is converted

into stresses which bend or break the overlying crust and allow the

continents over the geological ages to keep their heads above

water.
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Along with the broad problems conceining the history of the

Earth and the causes of crustal deformation, there are many prac-

tical problems with which the earth scientist is concerned that are

of utmost importance to man and his society. In 1964 Japan and

the United States entered into a cooperative program of study

concerned with the cause and effect of earthquakes. It is to be

hoped that such programs, diligently pursued, will someday lead

to a technique for the prediction of earthquakes much like those

warning systems concerned with hurricanes, typhoons, and

tsunamis. Many areas highly subject to earthquake activity have

large populations; disastrous earthquakes which have occurred in

Tokyo, San Francisco, and recently in Tashkent illustrate the

danger. Adequate warnings of impending earthquakes could save

many lives and provide the opportunity for the protection of

property. As we learn more about the crust of the Earth, we should

be able to live more safely upon it.

Today the Soviet Union and the United States are engaged in

ambitious programs for the exploration of the Moon and nearer

planets. For many years this exploration will consist of brief

visits by both manned and unmanned vehicles, with the collection

of data greatly restricted by the mbhospitable conditions of space.

Sample points will be scarce, but we will wish to build a picture

of the properties and history of these bodies from the information

that will become available. Clearly, we must extrapolate from

studies of the Eaith’s continental crust so that we can have

guides for the interpretation of data from the planets. In explor-

ing the crust of the Moon we must keep in mind similar regions

on our continents, always making proper allowance for the lack of

a hydrosphere and atmosphere on the Moon as well as for the ex-

treme variations in temperature. A careful comparison of the

properties of the lunar crust with the Earth’s continental crust

Should be man’s first scientific goal in the exploration of the

Moon.

As we learn more about the planets, we should in turn be able

to use this new information in our investigation of the Earth’s

geological history. Without water or an atmosphere, the Moon is

not subject to the relentless processes of erosion found on Earth;

nor shall we find there thick sedimentary layers obscuring the

parent crust. The volcanic processes that were so important in

building the Earth’s continental crust should be much more clearly
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revealed on the Moon. The maria of the Moon as well as its high-

lands are available for study by geologists, for there are no seas as

on Earth to cover a sizable fraction of its surface. Thus, our ex-

ploration of the planets and of the continents upon which we live

are intimately related and must, if they are to be successful, com-

plement one another.

The interrelation of studies seen on a solar-system scale 1s also

true in the exploration of the Earth itself. We cannot hope to

understand the reasons for crustal movement until we understand

the properties and forces of the mantle well below the crust. The

development of the continents is closely related to the develop-

ment of the atmosphere and of the oceans, for without the inter-

action of the hydrosphere and atmosphere with the lithosphere

of the earth, most of the rocks which form the surface of the conti-

nental crust could not have formed. It is thus apparent that the

geologist must study the Earth as a planet, using all the tools and

applied sciences available to him if he is to understand continental

development. In the words of J. H. F. Umbgrove, late professor

of geology at Delft in Holland, “Only few realize that the realm

of earth science extends from the infinitely remote ages and

depths of the universe to the origin and meaning of all organisms

including the inmost depths of ourselves. Studying problems of

earth science and examining their relation to other phenomena,

the route inevitably leads to these two extremes of human thought.

It does not matter where we start, because all phenomena appear

to be interrelated and each portion of the universe will come up

at a certain moment to play its own part. We may start with any

given landscape, in our country or in the East Indies, in the

Pacific or in Canada, in Italy or in Russia; we shall always end

at these two extreme poles of thought.”

3J. H. F. Umbgrove, Symphony of the Earth (The Hague: Nijhoff,

1950), p. 1.
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The

Earth's

Magnetism

WALTER M. ELSASSER

The Earth’s magnetism is one of the oldest of nature’s mysteries

to arouse the curiosity of man. In spite of their age, the problems

and questions relating to the Earth’s magnetic nature have only

In our own time proved accessible to a more detailed understand-

ing. The magnetic compass was already used as a navigator’s aid

in the Age of Exploration. Without it, the achievements of a

Columbus or Magellan are hardly conceivable. In the year 1600

the British physician Wilham Gilbert published a book entitled

De Magnete. He first enunciated the proposition that the whole

Earth is one big magnet, that magnetism of the Earth is a

phenomenon that pertains to the planet as a whole. It does not

just apply to some particular geographical region.

The survey of the Earth’s magnetism in this chapter falls

naturally into two parts. Virst, I shall describe the factual knowl-

edge of the Earth’s magnetic field that multitudes of observers

have slowly acquired. They have provided us with ever rising

amounts of data and also with gradually increasing precision. This

brief account will help us to understand the following section on

the origin and physical nature of the Earth’s magnetism.

The term “magnetic field” indicates the presence of a mag-
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netic force at each point in space. This force can be measured with

respect to both magnitude and direction. The compass employed

to measure this force was in the beginning made by tying a piece

of magnet to a piece of wood and letting the whole float on water.

At present a compass is designed so that the needle can rotate in

a horizontal plane by means of a delicate bearing. In a similar

fashion it is possible to let the needle swing in a vertical plane. In

this experiment one finds that the needle comes to equilibrium

at a certain angle with the vertical. This angle is known as the

“angle of inclination.”

If the Earth were a uniformly magnetized sphere, such as one

can make in the laboratory from a ball of steel, its magnetic field

would be extremely simple. The magnetic compass would point

to the north everywhere at the Earth’s surface. Again, for such

an ideal magret, the angle of inclination would depend on the

geographical latitude and would be independent of the longitude.

It would vary from a strictly horizontal direction pointing due

north, at the equator, to an exactly vertical] duection at the

poles. But such ideal simplicities do not reckon with the in-

teresting phenomenon of magnetic anomalies or irregularities.

These were first discovered nearly five hundred years ago. The

early navigators, by looking at the pole star, found that the

magnetic needle does not point exactly to the north but deviates

from this direction, more or less, at different places on the Earth.

This difference between the true north and the direction of the

needle in the magnetic compass is called the “declination” of the

needle. Depending on geographical location, declination can be

either to the east or to the west. It may be as large as 25 degrees

or more, although often it is much less. But the declination of the

needle is not the only irregularity of the Earth’s field. The in-

clination differs almost everywhere from the value that one can

calculate for an ideally magnetized sphere. The difference is

again more or less irregular and in its magnitude and general

character quite comparable to that of the magnetic declination.

Looking at the Earth’s field as a whole, it can be approximately

described by a magnetized sphere, but only if the magnetic axis is

inclined relative to the geographical axis by about 11 degrees. This

model accounts for a major fraction of the difference between

the true and the idealized field but not for all of this difference.

What remains unexplained in this way is a field whose irregularities
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are of two types. One of them is highly localized, extending over

regions only a few kilometers in diameter. This type of irregu-

larity can be traced to local magnetized bodies of iron ore or to

similar deposits. It is of little interest for us. The other kind of

irregularity is always on a very large scale. These features extend

over many hundreds, more usually thousands of kilometers, and

such irregularities exist with respect to the inclination, the declina-

tion, and the absolute strength of the magnetic field. We see,

therefore, that the Earth's magnetic field is far from being a simple

phenomenon. The complexity of the observed facts will later ap-

pear as a result of the complexity in the physical processes which

cause the field.

So far I have spoken of the variability of the Earth’s magnetic

field in space, meaning changes that we find as we travel along

the Earth’s surface. There is also a quite similar vanability of the

field in tune. Such a change must be described by means of the

length of time required for it—that is, we need to know some-

thing about the rate of the variation in time. There are certain

minute changes that take place within a few hours or a day, but

the most significant changes are large and also slow; they require

times ranging from some tens of years to some hundreds of years.

Since we have had very precise and reliable magnetic observations

for well over a century and have some observations that go back

several centuries, changes of this type can be clearly analyzed.

As we study the records, these changes appear related to the

variation of the field in space. It soon becomes clear that we are

dealing with one and the same phenomenon, the variability of the

field, both in space and in time. Deviations from the idealized

field grow, reach a maximum in the course of, let us say, a hun-

dred years, and then decrease again. This occurs over areas

perhaps the size of a continent, a few thousand kilometers across.

It seems that such magnetic play has been going on for a very

long time.

The angle between the Earth's magnetic axis and its geographi-

cal axis is also not constant, but it changes more slowly. This

change involves times of about one to two thousand years. Ob-

servations on the magnetization of marine deposits show that this

variation is also irregular. On the average, over some ten thousand

years, say, this deviation from the geographical axis is random.

The conclusion is that there is only an impermanent and transi-
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tory—not a systematic—difference between the two axes. A further

remarkable fact is that the average magnitude of the field also

changes with time. Reliable observations of the average magnitude

of the field began around 1830-40. From then until about 1940

the total magnetization of the earth has decreased by about 3 to

5 percent, but since 1940 the mean magnetization has remained

roughly constant. We feel quite confident that this surprisingly large

change is real and not just a deception caused by inadequate data.

Looking now at this variability of the Earth’s magnetic field, one

would very much like to know what happened to the field at

earlier times in the Earth’s history. Geologists do not usually think

in terms of thousands of years but of many millions of years.

Scientific developments since the end of World War II have pro-

duced a remarkable tool for acquiring knowledge here. This tool

is the study of the magnetism of rocks, also known under the

name of “paleomagnetism.” The basic idea is as follows.

Rocks are newly formed in two main ways, either by cooling of

fluid volcanic magma or else by deposition of sediments in water.

During these processes the rocks acquire a certain magnetization

which is in the direction of the Earth’s magnetic field as it existed

at the time and place of rock formation. This magnetization is

permanently locked into the rock. However, it is not the entire

magnetization observed in actual rocks, There is a second, less

stable magnetization produced by the field that exists now or has

existed in fairly recent times. The success of rock magnetic studies

dated from the moment when it became feasible to separate these

two components by a suitable treatment of the rock, using a

combination of heat and magnetic fields. What remains after this

treatment is the stable component. It has preserved the direction

of the Earth’s magnetic field at the time of the rock’s formation.

Paleomagnetism is fast becoming a most useful tool of the geologist

because it allows us to study slow displacements of the Earth’s

crust over geological ages.

Equally dramatic and of very direct concern here is another story

told by paleomagnetism. At some moments in geological history the

magnetic field has suddenly reversed itself. What was previously the

magnetic north pole suddenly became the magnetic south pole,

and vice versa. This can be clearly observed in some regions of

the Earth where there has been a series of lava flows spread inter-

mittently over a geological period of some length. Each lava flow
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forms a sheet of rock on top of the previous ones. A classical case

of this is found in Iceland. Some of these flows show a permanent

magnetization roughly in the direction of the present Earth’s

field. But there are others, sandwiched in between the former

ones, that show exactly the opposite magnetization. Many exam-

ples of such field reversals are now known from rocks that have

come from all parts of the earth. It seems that such sudden field

reversals have taken place throughout the known geological his-

tory. They occur at quite irregular intervals but on the average

are some millions of years apart from each other. The most recent

such reversal has been closely studied; it took place 700,000 years

ago. Unfortunately, we know little else about these strange re-

versals beyond the fact of their existence.

I come now to the main topic—namely, the physical origin of

the Earth’s magnetism. Since the observational facts have been

known for so long, many hypotheses have been advanced and

abandoned in the course of history. One such unacceptable idea

is that the magnetism of the Earth is due to permanent magnetiza-

tion of some materials, after the manner of a steel magnet. This

idea is contradicted by the tremendous variability of the field,

including reversals. For this and for a variety of other reasons, the

idea of static magnetization (or of ferromagnetism) is now com-

pletely abandoned. The second attractive but false hypothesis is

that the laws of electromagnetism as we study them in the labora-

tory might not apply in the large dimensions of the Earth. For a

long time this seemed a natural hypothesis to make and there

has been a great deal of detailed research on it over the years.

The final result, however, is quite definite: All the data indicate

that the laws of electromagnetism in large dimensions are exactly

the same as they are in small ones, and no basically new principles

are required. What we do need is an adaptation of known prin-

ciples to the large scale.

If we exclude static magnetization, there is only one known way

to produce magnetic fields. Such fields always accompany electric

currents. Any electric current is surrounded by a magnetic field.

This fact has long been known and is described in much detail in

every textbook of physics. We see, therefore, that the question

of the sources of the Earth’s magnetic field can now be posed in an

alternate form: Where can we find the required electric currents,

and what produces them?

89



For many years the explanation of the Earth’s field has been

hampered by the fact that it seemed such a unique phenomenon.

There was a tremendous gap between magnetism in the laboratory

and magnetism of the entire Earth. All this changed radically

when the astronomer George Ellery Hale, founder of the Mount

Wilson Observatory, discovered early in this century that all sun-

spots contain magnetic fields. On the average, a sunspot field is

nearly a thousand times stronger than the Earth’s field. Further-

more, many sunspots have a diameter hundreds of times the

diameter of the Earth. These figures should give an idea of the

colossal energies involved here. Ever since the days of Hale,

astronomers have explored the universe for evidence of magnetic

fields. We know at present that there are magnetic fields every-

where on the Sun, of a quite irregular kind, but those outside

sunspots are much smaller than those inside. We know that the

planet Jupiter has magnetic fields) We know also that certain

classes of stars possess magnetic fields as strong as those in sun-

spots, and these often cover a very large part of a star’s surface.

We also know that the rarefied interstellar gases found almost

everywhere in the universe carry magnetic fields. Hence magnetism

is a universal phenomenon of cosmic physics. In all the cases

mentioned, scientists have never been seriously in doubt that the

magnetic fields are the result of electric currents that flow in

cosmic matter.

These developments have lifted the Earth’s magnetism out of

its isolated position. It now appears intermediate in size between

the laboratory and the stars, but in character it is very close to

the magnetism of general cosmic matter. We thus have in the

Earth’s magnetism a valuable sample, close to home, of these

pervasive electric currents in the universe. We know that electric

currents can flow only in a material which is a reasonably good

conductor of electricity. There are two types of good electric

conductors: first, metals, and second. ionized gases. Consider

now the ionized gases.

Most gases in the universe are so hot that they are partly

ionized and hence can carvy electric currents. This applies to the

matter in stars as well as to interstellar matter. The capability

for carrying current—electrical conductivity—depends only on the

degree of ionization. It does not depend on the density. Hence,

even very rarefied gases can carry large currents, and this agrees

well with the astrophysical data.
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There is ionized gas on the Earth itself, namely, in the 1ono-

sphere. This region of the upper atmosphere extends from a height

of about 50 kilometers outward for some thousands of kilometers.

We know that clectric currents are generated in the ionosphere

in a complicated but at present rather well understood manner.

The mechanism is driven by the Sun, partly through ultraviolet

light and partly by clouds of very thin gas emitted by the Sun

and reaching the Earth. Such upper-atmospheric currents make

a contribution to the Earth’s magnetic field, but only a small one,

a few percent of the whole at most. The chief characteristic of

this external field is that it is rapidly variable. Most of it will

change with periods of 24+ hours There are also so-called magnetic

storms which usually last a few days and which can be traced to

violent eruptions at the solar surface. These phenomena are quite

different from the very slow variations over centuries that charac-

terize the main part of the Earth’s field. I shall now examine this

slowly varying main field in detail.

As early as 1830, the mathematician Gauss showed that most

of the magnetic field originates inside the Earth if the laws of

electromagnetism hold for the Earth as a whole. This being at

present certain, we have to look for a place inside the Earth where

electric currents can flow. Not until seismologists had studied the

Earth’s interior extensively could this place be identified. Since

about the end of the nineteenth century we have known that the

Earth consists of two principal parts, called the mantle and the

core. The mantle is the outer part: it is made up of rock which

iS in many respects similar to the rocks at the surface. Chemically

speaking, these are silicates and oxides. Such substances are elec-

trical insulators or nearly so. IHTence the mantle must be a very

poor conductor; electrical currents flowing in it will be exceedingly

small. Analysis shows that we can disregard the mantle as a source

region for the magnetic field.

The central part of the Karth--the core--is set off from the

mantle by a very sharp boundary. The core has a diameter of

about 7,000 kilometers, a little over half the diameter of the

Earth. We know also at present a good deal about the physical

and chemical properties of the core. We know with certainty

from seismological and other geophysical data that it is liquid, not

solid. In addition, we have a good idea of the core’s chemical

composition: it is composed mainly of molten iron, Naturally,

it is not chemically pure iron; there are some impurities in it, but

Q1



we think it is well over 90 percent purely metallic—that 1s, iron

and some nickel. This view of the core’s composition was for a

long time the subject of controversy, but at present the basic

knowledge is altogether well established. The temperature of the

core is not too well known, but it is probably in the neighborhood

of 4,000 degrees Celsius. From all this we can estimate how good

a conductor of electricity the material of the core might be. This

turns out to be quite adequate to carry the currents that produce

the observed magnetic field. We thus come to a definite con-

clusion: The main part of the Earth’s magnetic field owes its

Origin to electric currents flowing in the metallic core.

There remains then one hard question: How are these currents

produced? The basic mechanism is quite similar to the mechanism

that produces all the large-scale magnetic fields in the universe:

they all arise out of mechanical motions of the conducting fluid.

The fluid, as it moves, 1s capable of amplifying the electric currents

and hence their magnetic fields. This process has many simi-

larities to the way in which large electric currents are generated

by rotating machinery in conventional power stations. Therefore

the idea that electric currents and their magnetic fields are gen-

erated by moving fluids has become known as the dynamo theory.

At first sight, this might seem a somewhat strange notion. Could

we then not amplify electric currents by stirring liquid metal, say

mercury, in the laboratory? In principle this is surely possible,

but it would be quite difficult because the velocities needed are

larger than are practicable. The velocities which are needed for

amplification depend on the size of the system. They are high

for small systems, but the larger the dimensions of the fluid,

the smaller these velocities can be. So engineers will continue to

produce electricity by moving wires rather than by moving fluids,

except in so-called plasma physics where velocities are very high

indeed. But in the very large volume of the Earth, and even more

sO in stars, amplification of magnetic fields takes place readily,

even with slow motions.

We have seen that the variation in time of the Earth’s magnetic

field is a direct result of irregular motions in the Earth’s core.

We may speak of a system of large-scale turbulent vortices or

eddies. Maps showing the magnetic variations have a remarkable

similarity to weather maps. In a sense they are weather maps of

the core showing the large-scale circulation there. One can esti-
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mate fairly closely the typical velocity of the fluid in the core:

it is of the order of one meter per hour. Again one must not think

of these vortices as minor variations in an otherwise regular and

uniform flow. They are a very large part of the total flow. This

is quite similar to the Earth’s atmosphere, where the flow con-

sists principally of a set of ever shifting large-scale vortices.

On closer study, the motions in the core and their magnetic

fields turn out to be far more complicated than one would at

first suspect. It appears that the magnetic fields are twisted by

the fluid motions into very complicated patterns. We have good

reason to believe that inside the core the field is much larger than

outside, perhaps as much as fifty times stronger than near the

surface of the Earth. What we see at the outside is merely a sort

of leakage of the internal and heavily twisted field which the

complicated fluid motions generate and sustain by amplification.

We know from observations that the Earth’s magnetic field is

approximately lined up along the Earth’s axis. This becomes

intelligible if one takes into account the importance of the Earth's

rotation for the character of the fluid motions. The rotation

provides the controlling mechanical influence upon these motions

and hence upon the field. The result is the creation of vortices

of certain preferred types. As a result of this we find an average

symmetry in the magnetic fields about the Earth’s axis.

Another remarkable aspect of the amplifying mechanism in

the core is its general instability. ‘This expresses itself, for instance,

in the field reversals. Although we understand nothing of the

mechanics of these reversals, the very fact that they occur indicates

clearly enough dynamic instability. Similar but more frequent

reversals have been observed in the magnetic fields of some stars.

This bespeaks again a rather widespread instability, in this case in

the processes that generate the cosmic magnetic fields. Irregular

reversals also occur in laboratory experiments with so-called disk

dynamos. These are simple devices in which, in place of the

moving fluid, there is a pair of rapidly rotating disks, electro-

magnetically coupled to each other.

Finally, there remains the question of the source of energy for

motions in the core. Here we are not altogether sure. We know,

however, that the magnetism of a fluid is quite different from

that of a solid. In the fluid, the maintenance of motions and

field requires only very small energies. We are almost certain that
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the motions in the core represent what is called thermal con-

vection. As the Earth very slowly cools, heat is delivered from

the core to the mantle. Since motion is by far the most efficient

form of heat transport in a fluid, motion does take place in the

core. The hypothesis of thermal convection as creating the mo-

tions seems very satisfactory but has not yet been established beyond

all doubt.

Looking back now over these explanations, we recognize three

main properties as basic for the Earth's magnetism. One is the

electrical conductivity of the core, a second is fluid motion, spe-

cifically thermal convection; the third factor is the rapid rotation

of the Earth. This last factor imposes symmetry upon the field

and aligns it along the Earth’s axis. If there were no rotation,

there might still be magnetic fields, but even such modest regu-

larity of the Earth’s field as we observe would then disappear.

Because cosmic magnetic fields are generated by means of

mechanical motions, we should think that the character and sym-

metry of such fields reflect those of the motions. This idea is borne

out by observations. For instance, we know that there are magnetic

helds in the gas of the spiral arms of our Galaxy. The fields are

parallel to the direction of the arms, and this confirms our idea

that the gas streams gradually outward in the arms. Next, let us

look at magnetic fields of planets othe: than the Earth and of

stars other than the Sun. Take the stars first.

Here, the pioneering observations of Horace Babcock at the

Mount Wilson Observatory proved that stars with strong mag-

netic fields have two characteristics in common. They have a

layer of intense convective motion; in addition they rotate very

rapidly. Our Sun also has a convective layer, but it turns slowly,

with a rotation period of 25 days. As a result the magnetic fields

are irregular and scattered. If the Sun were far enough away

to be just another star in the heavens, its overall magnetic field

would be too weak to be observed. Many astrophysicists believe,

partly on this basis, that magnetic fields in the universe are even

more widespread than astronomical data so far indicate.

Now, as to some of the other planets, We know from radio

observations that Jupiter has magnetic fields, but the average

density of Jupiter is so low that we are certain it consists almost

entirely of hydrogen. There should be only a small fraction of

rocks and iron at the center. Deeper down, the hydrogen is
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strongly compressed and at the same time hot enough so that

it 1s ionized and becomes a good conductor of electricity. Jupiter

rotates very fast; its day lasts only 10 hours. Although we do not

know the way in which magnetic fields on Jupiter are generated,

the basic mechanism is probably similar to that in the Earth’s core.

Rocket probes have come close to both Venus and Mars and

have radioed back magnetic measurements. To our suprise neither

of these planets has a magnetic field comparable to that of the

Earth. If such fields exist, they are at least a hundred times smaller

than the Earth’s field. We can conclude that there is no motion

in the cores of these planets or, much more likely, that they

simply have no cores. This means that iron has not separated

from the rocks as it has in the Earth at an early stage of its

history. Mars 10tates about as fast as the Earth but it is only one

tenth as massive. This means a much lower force of gravity and

could account for the fact that no core has been formed. Venus

is nearly as large as the Earth. It is covered with a very heavy

atmosphere, and this keeps us from observing its rotation. In any

event, space exploration shows that there is great individual

variation even among the inner planets. The study of cosmic

magnetism will continue to play a role in the study of the solar

system and in the efforts to understand its long and involved

history.
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T he

Ocean

W. S. von ARX

Of the four minor planets of the solar system, Mercury 1s the hot

planet, Venus the cloudy planet, Mars the arid planet, and Earth

the watery planet The Earth is umgue m that, while it has

clouds in its atmosphere like Venus and deserts like Mars, it shines

with a blue light, as one can see when pale blue earth light fills

the dark disk of the new Moon ‘The blueness of the Earth comes

from two features its atmosphere, for the color of the air is blue,

and its ocean, for the color of Clear sea water is also blue. I use

the word “ocean” m the singular because the ocean basins are all

interconnected and seawater 1s remarkably the same everywhere

on Earth.

We can consider the world ocean to envelop the Earth as petals

do a flower, There is the Pacific petal (the largest of all), the

stubby Indian Ocean petal, and the long, narrow Atlantic-Arctic

petal, all joined in a common center around the Antarctic, For

all its wide expanse the world ocean is very thin, having about

the same proportions of breadth and thickness as the paper map

on a classroom globe.

The part of the ocean that is most familiar to us les along the

shorelines of the world. Here we see breakers smash against

rocky cliffs or rush up the sands, and we realize that these waves

could have been born im a storm thousands of miles away. Here

too we can watch the tide rise and fall and realize that this deep
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breathing of the sea is caused by the far-reaching gravitational

attraction of the Sun and Moon.

When oceanographers think of the ocean they characterize its

depths in successive bands. The band beginning at the shoreline

is the shallow water on the continental shelf, which is a seaward

extension of the land itself and not very different from the land

in its geological structure, composition, or mineral wealth. The

continental shelves underlie about 7 percent of the total area of

the ocean and support some of the major fisheries. In places they

are even being mined for oil, sulphur, and minerals. This is prob-

ably the next frontier for industrial development as man intensi-

fies his activities over the Earth.

Beyond the 100-fathom depth of the outer part of the continental

shelf, the sea floor drops away to depths of 2,000 fathoms or more.

This is the continental slope, where really deep water begins and

where there is a structural transition from the thick continental

crust to the thin crust of the ocean basins. A ship crossing this

zone can pass from the shallow fishing banks into deep blue

water in a matter of hours.

As we travel further seaward, the ocean grows deeper more

gradually and the sea bottom grows smooth and almost perfectly

flat, with only occasional sea mounts to interrupt its monotony.

These flat areas are great basins filled through geological time with

the fine debris of wind-blown dust and the skeletons of tiny

planktonic organisms that live near the sca surface. This quiet

order may, in places, be torn asunder by a rushing torrent of mud

and sand shaken loose from the continental slope by an earth-

quake; but quiet is soon restored.

Still further on, near mid-ocean, the ship may cross a great

mountain range, equal in height to the Himalayas. This mid-

ocean range has been traced across the ocean floors for some

65,000 kilometers and is probably the longest range of mountains

on this planet. Some geophysicists think the mid-ocean range is

the scar joining the plates of continental rock that seem to be

sliding slowly but inexorably over the Earth as the deeper materials

of the Earth readjust to their internal heat. We see the tips of

the highest peaks of the mid-ocean range as islands, particularly

in the Indian and Atlantic ocean basins.

At the same time that we observe changes of water depth

beneath the ship, we also feel a change of climate. As the color
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of the sea, which tends to be greenish near shore, gives way to the

luminous cobalt blue of the open ocean, one can in winter have

left a snowy coast and within a day or two be walking on deck in

shirtsleeves. This change is related to the circulation of water in

each of the ocean basins, which tends to collect warm surface

water from the tropics and store it in great pools in the subtropics

and middle latitudes. These pools of warm blue water float in

mid-ocean as enormous lenses on the colder waters beneath. Their

presence has a powerful influence on the climates of the world.

It takes a great deal of time to heat and collect the water in

them, and it would take an almost equally long time to cool

them down. Their thermal inertia acts as a flywheel on climate by

keeping us warmer in winter than we would otherwise be. The

most famous of these lenses is the legendary Sargasso Sea.

By and large, the waters of the ocean are very cold. Three

quarters of the ocean volume is colder than 10 degrees Celsius.

Only the surface layer is at a comfortable room temperature. Of

course, near the poles the surface layer too is very cold or even

frozen. But it is remarkable that most of the world ocean is not

frozen and nowhere on earth is the ocean even close to boiling.

Water substance is a liquid at atmospheric pressure only through

a rather narrow range of temperatures. The mean temperature of

the Earth is on the low side of the middle of that range. This

makes the Earth physically unique and also biologically ideal, for

most of the life on Earth depends to some extent on the presence

of liquid water.

Water is not confined to the ocean. It saturates the ground

beneath our feet, 1s ponded here and there in lakes which are

really outcrops of ground water and, most important of all, rises

as a vapor into the atmosphere.

Evaporation of water into the atmosphere takes a lot of energy.

The distillation of an inch-thick layer of water into the air requires

two solid days of high-noon tropical sunshine (if no energy is

wasted on other processes). Because the Earth rotates and the Sun

is not always directly overhead, the actual time over which that

much energy can be accumulated on the Earth’s surface is extended

to somewhat more than a week. There is on the average almost

an inch of liquid water suspended as a gas in the atmosphere.

When this water vapor condenses into cloud and rain, the heat

energy previously required to evaporate it is returned to the air,
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and this blanket protects creatures living at high latitudes on the

Earth from losing heat too rapidly to the space beyond the

atmosphere.

One can think of the tropics as a boiler and of the polar regions

as a condenser in a great heat engine. Much of the water in the

atmosphere is evaporated in the tropics, where sunlight is strong

and relatively unseasonal. Some condenses in the tropical atmos-

phere and falls back to Earth, but some is moved by the winds to

cooler climates where the heat of its condensation makes these

cool areas less cold then they might otherwise be. It is the cyclic

motion of water in the oceans and atmosphere which determines

many of the characteristics of climate on the earth. Without its

blue air and blue water, the Earth would be a very different place

and possibly uninhabitable to the forms of life that are familiar

to us.

Because of the very important links between the ocean and the

atmosphere—the water cycle of evaporation and rainfall, and the

currents of the ocean that are much affected, if not actually

driven, by the winds—it is difficult to make very much sense out

of one fluid without considering the influences of the other. The

so-called air-sea interaction problem is one to which oceano-

graphers and meterologists give a great deal of thoughtful atten-

tion. Contemporary studies of the circulations of the oceans and

atmosphere are conducted in two ways: first, as a problem in

physical geography in which the properties and motions of air

and water in motion are simply mapped and described; and,

second, as a problem in theoretical physics in which the equations

of motion are employed in a variety of ways to produce simple

theoretical models that hopefully bear some resemblance to natural

processes.

In general, it is the whole picture that is being sought. During

the past century or so man had to be contented with numerous

small samples which he could assemble into a larger view. Today,

because of improved means for traveling over and above the earth

and for measuring its properties rapidly, the scientific question has

changed from one of synthesis to analysis, The analytical prob-

lem is also supported by the growing facility we have gained in

handling large-scale calculations with computers.

An example of this change can be found in the case of numeri-

cal weather prediction. Lewis Frey Richardson, the founder of
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numerical weather prediction, used the hours of waiting for

casualty calls while an ambulance driver during World War I

to predict the weather tendencies for one six-hour period over

Western Europe and the British Isles. He estimated that it

would require 64,000 people working continuously with pencil

and paper just to keep abreast of the weather over the whole

Earth by numerical methods. Now high-speed computing machines

can outstrip the weather over the whole Earth by a factor of

nearly 10 to 1.

But machines are not the whole answer. Machines have to be

told what to do. We cannot predict the weather satisfactorily or

anticipate the behavior of the ocean in response to wind and

sunshine unless we have a physical understanding of how these

things are linked. This quest for understanding is a challenge for

true genius. A conception which synthesizes the bulk of human

experience with the motions of the sea and air, allowing us to deal

with them in simple general terms, may involve steps equivalent

both to Newton’s invention of the calculus and to his productive

assertion that force equals mass times acceleration. These produced

an intellectual explosion in classical physics, A great generalization

of the same caliber in geophysical fluid mechanics could have

equally far-reaching consequences and could be of immense

importance to the welfare of all mankind on this planet.

But as Newton put it, he saw farther because he could stand

on the shoulders of the men before him; we are now building the

platform upon which another of his breed may stand. In con-

structing this platform we are using every technical device at our

disposal. The space age has ushered in a number of orbiting

sensors with which we can look at the atmosphere from the

outside and measure the radiant energy it returns to space, see

the distribution of clouds and the structures of storms, and even

make some estimates of the winds at various levels of the atmos-

phere. These observations with scientific satellites provide us with

a surveillance of the whole Earth, including the behavior of the

atmosphere over the oceans, which heretofore has not been well

known. The appearance of the atmosphere over the polar regions

is also available to us now. Through the automatic picture-

transmission system, much of this information is freely available

to ground observers for consideration in daily forecasts; and the

more subtle qualities of the atmosphere are available after analysis
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in published form, so that meteorology has a new dimension in the

quality and extensiveness of the data available for its work.

Oceanography has not yet reached this state. From satellites

one can see the surface of the ocean and look into its depths no

more than a hundred meters or so with visible light. With infrared

light one can look only into the upper few microns, and the range

is equally short with radar wavelengths. With orbiting vehicles,

then, it seems unlikely that oceanographers will have an oppor-

tunity to sense very much about the interior of the ocean, but it

has been thought that much of what goes on in the interior of the

ocean is expressed by changes in the surface elevation of the sea.

For example, it is well known that the sea surface rises and

falls in a periodic way, owing to the gravitational attraction of

the Sun and Moon. The tide is well known around the shores of

oceans but is all but unknown in the great expanses far from

continents and islands. It is also known that the sea surface yields

to the pressure of the atmosphere upon it. This is called the

“inverted barometer effect,’ for when the atmospheric pressure is

high, the sea level is depressed. The sea yields by one centimeter

for every millibar change in the pressure of the atmosphere upon

it. When the wind blows across the sea surface, not only are waves

formed but the sea tends to be piled up against barriers, and under

violent conditions great broad waves called “storm surges” may

be developed. Earthquakes near the sea can produce other waves

of great length which sweep across the Earth at high speeds, very

often as great as 400 knots, or very close to the speed of jet air-

craft. These great waves, or tsunamis, are of immense importance

to those who happen to live in their paths.

In addition to the waves that travel across the sea surface,

there are bumps and dents in the sea level associated with the

variation of the field of gravity over the Earth. Over the trenches

which border the island arcs there tends to be less than the normal

amount of gravitational pull; in these regions of deficient gravity

the sea surface is depressed. Where there is an excess of gravita-

tional attraction due to a continent or mountain range, the sea

surface tends to be elevated above normal. A study of these

elevations and depressions can reveal something about the internal

structure of the Earth’s crust beneath the oceans. Although the

same information can be obtained by gravimeter measurements

from surface ships or submarines, the gravimetric approach is
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very time consuming. It would therefore be helpful to sweep the

Earth at satellite speeds if the same kind and quality of information

could be obtained.

In still more subtle ways, the sea surface departs from level

where there are ocean currents of a more or lesss permanent kind,

such as the Gulf Stream, the Kuroshio, and the great Antarctic

circulation. These changes in elevation arise from the fact that

the principal ocean currents flow along the boundaries of very

large masses of water that are conditioned by climate. For example,

in the case of the Gulf Stream, the flow is from the equatorial

Atlantic into the polar seas along a narrrowly defined route on

the western side of the North Atlantic. On the right-hand side

of the Gulf Stream one finds the Sargasso Sea, a tremendous

expanse of rather salty and quite warm seawater. On the left-

hand side of the Gulf Stream lies the Slope Water, which is

moderately cold and relatively fresh. The Slope Water is like the

water underneath the Sargasso Sea at a depth of about one kilo-

meter. Therefore, it may be imagined that the water of the Sargasso

Sea floats, as mentioned before, like a huge oil drop on the colder

and fresher waters beneath As with an oil drop, the surface of the

Sargasso Sea should stand a little higher than that of the Slope

Water on the left-hand side of the Gulf Stream. The difference

in height has been computed to be about one meter, but no one

has yet been able to measure it with any degree of accuracy. Were

such measurements possible, however, it would then be far easier

to determine the character of flow in the Gulf Stream.

It has been suggested that satellites might help to untangle

this problem, as well as those of waves and tides and atmospheric

pressure changes, by using an orbiting microwave altimeter to

sweep the ocean surface and measure its height relative to the

orbit of the satellite. While the orbit of a satellite is still too un-

certain to be used as an origin of measurement, our technical

competence in determining near-Earth orbits has grown enormously

in recent years and promises still further improvement. Therefore,

in a decade or two this may be a reasonable proposal for space

technology to contribute in highly meaningful ways as a tool of

oceanographic research. By going over and over the Earth one

might hope to see the changes in the internal structure of the

oceans, as they are revealed in its surface elevation, and by

departures from the norm to assess the passage of traveling waves,
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like tsunamis and the slower-moving elevations and depressions

of the sea surface occasioned by the pressure of the atmosphere,

which in turn could provide useful information about the surface

winds in and around storm centers.

For example, one of the most pressing questions in the minds

of the meteorologists and oceanographers who deal with the air-sea

interaction problem is that the sea and air interact most in

centers of atmospheric storm. In a hurricane at sea one wonders

where the sea ends and the air begins, for the air is full of water

droplets and the sea is white with bubbles. Beyond the screaming

of the wind one wonders what it is the ship finds to float in. This

condition means that the area of the sea surface is enormously

increased and that the droplets of seawater, driven by the winds

for a time, return to the sea and thus carry some of the momentum

of the wind into the surface layer of the ocean. Those droplets

that evaporate release water vapor to the atmosphere and also

small particles of salt which form the nuclei of rain perhaps at

another place far distant. From a microwave altimeter study of the

bump in the sea surface produced by the low pressure of the

atmosphere in cyclonic centers, it is possible to compute the force

of the winds and the pattern of circulation, which ultimately may

be of vital importance to the prediction of tomorrow's weather by

numerical methods. At the present time only the average

oceans are represented in the numerical models, and this does not

seem to be sufficient even in the light of our present understanding.

If we think, then, of the ocean and the atmosphere as a closely

coupled system which is largely responsible for the distribution of

heat and wate: on the Earth, then it is very much in man’s in-

terest to understand these systems. For example, if it were known

where and how rapidly each storm at sea was moving toward the

land, men at sea and ashore could avoid many unpleasant. sur-

prises. On a longer-range view, if the patterns of storm tracks

could be known all around the Earth and the systematic de-

partures from the normal be predicted in such a way that periods

of drought or excessive rainfall could be anticipated, then man’s

life on this planet could be better arranged. Although this kind

of physical understanding of our environment is far beyond our

immediate grasp, the possibility of such understanding is now

credible. Thus one is led to fee] that, if we can at length come

to grips with our own watery blue planet and see it whole through
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the use of orbiting sensors, we can look forward to the use of these

same sensors in orbit around other planets, relying on the back-

ground of experience in interpretation of the Earth to draw

meaningful conclusions about places where man has yet to set

foot.

Thus far, I have considered some of the physical parts of the

problems of oceanography and have neglected the equally im-

portant fields of marine biology, marine chemistry, marine geology

and geophysics, and marine technology. It would take consider-

able space to discuss each of these, but it mut help to show their

relationships to physical oceanography if, in closing, I attempt to

define oceanography itself.

Oceanography has been called the science of that part of the

Earth covered by seawater. Oceanography may also be regarded

as an assemblage of many ordinary land-based scientific disci-

plines whose purview has included marine research. But sea-

water is the central theme of the subject. Where seawater wets

the solid crust of the Earth, oceanography enters the domain of

geology. Where it reflects sunlight, is distilled into the atmosphere,

or exerts a drag on the winds, oceanography is joined with

meteorology. Where marine forms of life exist, or land forms

migrate by way of the sea, oceanography merges with biology.

And where man must combat or find uses for the sea or seawater

itself, oceanography is allied with engineering and technology.

In all of these activities the chemist’s role in the study of the

oceans is neatly central, being as indispensable in the physical

and biological pursuits as in marine chemistry. In a similar way

biologists often work in close association with both chemists and

physicists to determine the relationships between organisms and

their environment. For all that the disciplinary training of each

oceanographer may be dissimilar, a common bond is established

by the ocean itself.
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The

Neutral

Atmosphere

RICHARD GOODY

The region of the atmosphere lying below 50 kilometers contains

99.9 percent of its total mass, and all but a small fraction of the

energy received from the Sun is absorbed there or scattered back

into space. The central problem is to understand the complex in-

teraction between absorbed solar radiation and a comparatively

thin and light gaseous envelope. The absorbed energy causes some

chemical changes, but for the most part only heats the atmosphere

and gives rise to an intricate and variable pattern of motions.

The motions, in turn, change the composition of the atmosphere,

principally by changing the amount of cloud, and react upon the

temperature of the ground and atmosphere. This circular process

is completed, finally, by heat radiation from the Earth and its

atmosphere out into space. On the long term, the cycle creates an

overall balance of energy, so that our planet neither heats up nor

cools down.

The term “neutral atmosphere’ can be used to describe this

region of the atmosphere. It is not a precise term, however, and

only indicates that the problems connected with the destruction and

interaction of atmospheric constituents caused by high-energy

solar photons are treated in other chapters. The word ‘“meteor-
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ology” may best describe the topic presently under discussion, al-

though we shall explore ideas far outside the range generally con-

sidered under this heading.

Before examining some of the details of this gigantic heat

engine, let us look at some general properties. The mass of the

atmosphere is about one kilogram on each square centimeter of the

Earth’s surface, giving rise to a pressure or downward force of

about 1,000 millibars. At a height of about 5.5 kilometers the

amount of the atmosphere above is halved, and the pressure is also

halved. Every rise of 5 to 6 kilometers leads to a further reduction

by a factor of two. Thus the lowest 11 kilometers, which are of

principal interest to the mid-latitude meteorologist, contain about

75 percent of the mass of the atmosphere; the lowest 20 kilo-

meters contain 96 percent; the lowest 30 kilometers, 99 percent;

and so on.

Most of the mass of the dry, neutral atmosphere consists of

nitrogen (78 percent), oxygen (21 percent), and argon (1 per-

cent). With one exception, discussed below, these gases are not

spht up by solar radiation below 50 kilometers, they are not

ionized, and they do not partake in the heat balance either by

absorbing solar radiation or by absorbing or emitting heat radiation.

The active constituents of the atmosphere are all relatively minor.

Water vapor is the most important component below 10 to 15

kilometers. Not only does it give rise to clouds, but it releases

large amounts of heat when it condenses, and its strong infrared

bands absorb and emit heat radiation. Higher levels of the at-

mosphere are, however, comparatively dry. There the important

constituents are carbon dioxide, forming about 0.03 percent of the

atmosphere, and ozone, whose maximum contentration is about one

thousandth of a percent. Both gases emit and absorb thermal

radiation, while ozone also absorbs solai radiation in its strong

ultraviolet bands.

I have mentioned the absorption of solar radiation, and the

absorption and emission of thermal radiation. The absorption of

solar radiation is a straightforward process. Outside the at-

mosphere a black surface, facing the Sun, absorbs about 2 calories

per square centimeter per minute; that is enough heat to raise

the temperature of a gram of water by 2 degrees Celsius. This

amount of heat falls on each square centimeter in the tropics,

where the Earth’s surface faces the sun, but in polar regions the
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Sun strikes at a glancing angle, and the heat is distributed over a

much larger area.

This picture is complicated by the tilt of the Earth’s rotation

axis to its orbit, giving continuous day at one pole and continuous

night at the other. Thus the overall picture is one of maximum

heat input in the tropics, slightly less at the summer pole, and

none at all near the winter pole.

Approximately 40 percent of this solar radiation is scattered or

reflected back again into space by cloud, snow, sea, land surfaces

and by the atmosphere itself; this amount has no influence at all

on the heat balance of the planet.

A smaller amount (about 20 percent) of solar radiation is ab-

sorbed in the atmosphere itself and by clouds. Of this, a small

quantity (about 1.5 percent) is absorbed by ozone in the region

between 30 and 50 kilometers, where it has a particularly important

effect because of the very low air density. The remaining 40 per-

cent of the solar radiation is absorbed at the surface of the Earth,

which we can consider to be the main source of heat for the at-

mospheric heat engine.

An engine also requires a heat sink, and this is the infrared heat

radiation from the planet to space. Objects surrounding us

at room temperature are continually exchanging heat radiation in

large amounts. Because we normally gain as much heat as we

lose, and because the situation is complicated by air motions,

which also transfer heat, this heat radiation is not an obvious

phenomenon. However, a body placed in space loses heat pro-

portionally to the fourth power of its absolute temperature. For

example, the total solar radiation absorbed by the Earth can be

re-radiated by a black globe at about minus 28 degrees Celsius.

Why then is the Earth not at this low temperature? The heat

radiation to space comes not only from the Earth’s surface but

also from clouds, water vapor, carbon dioxide, and ozone. Since

the atmospheric temperature decreases with height, the average

temperature of these emitting surfaces is, in fact, close to minus 28

degrees Celsius. The interposition of clouds and absorbing con-

stituents between the Earth’s surface and space shields the surface

from the cosmic cold and returns to it a certain amount of thermal

radiation. In general, therefore, the Earth’s surface can be at a

considerably higher temperature than minus 28 degrees Celsius.

Generally speaking, a cold gas above a hot surface starts to
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convect. Rising streams of hot gas mingle with downward streams

of cold gas in such a way that heat is mixed away from the

surface and into the gas. This process of convection, if sufficiently

rapid, would carry all the excess of heat away from the Earth’s

surface into the atmosphere where it would be radiated away

into space. However, the fall of pressure with height in the

atmosphere introduces a new feature. As a bubble of air rises,

it expands and cools by virtue of that expansion. Thus there 1s a

certain rate of fall of temperature with height which will allow a

bubble of air to rise without exchanging any heat with its

surroundings, This gradient is known as the “adiabatic” gradient:

it is a temperacme fall of about 10 degrees Celsius per kilometer.

If the atmosphere 1s violently stirred or allowed to convect, this

is the gradient toward which the atmosphere will tend. Actually,

the atmospheric temperature decreases by about 6.5 degrees Celsius

per kilometer, the difference being due principally to the effect of

water condensing in the form of clouds and rain.

The rather uniform temperature gradient I have described 1s a

feature of the atmosphere up to about 11 kilometers in mid-

latitudes, 17 kilometers over the tropics, and 0 to 8 kilometers

over the poles, depending on the season. This lowest region of

the atmosphere, which contains most of the important weather

phenomena, 1s called the “troposphere.”

At the top of the troposphere is the “tropopause,” and here there

is a striking and important change. The temperature gradient

changes, with a jump, from a decrease with height to an increase

over the tropics and to approximately constant temperature in

mid-latitudes. The reason for this change is a great decrease in

the convection, which is no longer able to control the situation

and force an adiabatic gradient. Instead, the trend of temperature

with height is mainly governed by an approximate balance of in-

coming and outgoing radiant energy mm each small volume of the

atmosphere. This state is called “radiative equilibrium.”

The entire region from the tropopause to a height of 50 kilom-

eters is known as the “stratosphere.” The stratosphere differs in

a number of important ways from the troposphere As we have

seen, mixing is less, a fact which makes itself felt, for example,

in long residence times for radioactive debris in the stratosphere.

Further, its composition is different in) minor but important

respects.
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First, the stratosphere is very dry whereas the troposphere is

nearly saturated; that is to say, the troposphere holds about all

the water that it can without condensing, whereas the stratosphere

holds only a tiny fraction of this maxunum. Generally speaking,

clouds do not appear in the stratosphere, and water vapor has

almost none of the importance which it has in the troposphere.

Second, there are important photochenucal reactions leading to

the formation of ozone Tere we are considering the absorption

of a very small amount of high-energy ultraviolet solar radiation

by molecules of oxygen. A tiny proportion of the molecules 1s

split up into oxygen atoms, which ultimately colhde with oxygen

molecules, forming new molecules consisting of three atoms of

oxygen ‘These are ozone molecules. The number of ozone mole-

cules is very small ‘The maximum concentration is at 30 kilo-

meters, where there is one ozone molecule for each hundred

thousand molecules of air But even these small concentrations

are so sigmficant that the region near 30 kilometers is sometimes

called the ozone layer.

The importance of ozone hes m its ability to absorb about 1.5

percent of the solar radiation lying in the ultraviolet spectrum.

(This has important effects on the Farth’s life forms, which would

not remain as they are if subjected to intense ultraviolet radiation;

but that is something of a digression.) Most of this energy is

absorbed high up in the tail of the ozone distuibution, near 50

kilometers, where the atmospheric pressure and density are about

1 percent of ground values. Vhe amount of energy involved is

small, but it is put imto a proportionately smaller mass of air

than occurs near the Earth’s surface. Because we have approxi-

mate radiative equilibrium, this heat can only be lost by increasing

the thermal radiation, that is, by raising the temperature. Thus,

in mid-latitudes the temperature rises above freezing point after

falling to 70 or 80 degrees Celsius below freezing in the lower

stratosphere.

Vhis comparatively high temperature region is called the

“thermopeak,” and it exists at all latitudes and all seasons. ‘The

maximum temperatures are found in the summer hemisphere

towards the poles, which is connected with the 24-hour illumina-

tion at these latitudes.

I now come to the topic which may be considered to be the

central theme of meteorology: the motion of the air over the sur-
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face of the planet. It is a problem of unusual complexity, em-

bracing a wide range of phenomena from small fluctuating eddies,

a centimeter or two in size, to global wind systems. Between

these two extremes we can first consider dust devils, convective

clouds, thunderstorms, tornadoes, and sea breezes, all of which

are insignificant on a global scale. Pext, we have frontal disturb-

ances, hurricanes, the traveling cyclones and anticyclones of mid-

latitudes, the semipermanent high and low pressure systems over

Iceland, the Aleutians, and the subtropics, and finally the huge

Rossby waves.

Besides the sheer complexity of these motions, two simple but

important concepts should be borne in mind. The first is that the

basic drive must come from solar heating. Without the radiative

sources and sinks which I have already discussed, there would be

nothing to renew the motions as they are destroyed by friction

with the Earth’s surface. Thus the difference of solar heating

between the equator and the poles drives the average global wind

systems, which are known as the “general circulation” of the

atmosphere. Differences of temiperature between ocean and

land masses cause the senupermanent highs and lows as well as

the Asiatic monsoons. And on the smallest scale the sea breeze 1s

driven by local temperature differences between land and sea.

The second important concept is the great significance of the

Earth’s rotation in modifying motions The Earth rotates in a

westerly (or eastward) direction, with a surface speed at the

equator of 464 meters per second. Now picture a ring or torus

of air surrounding the equator and an atmospheric wind system

which attempts to move it towards the poles. If the torus is away

from the frictional influence of the Earth's surface, it tends to

conserve its angular momentum (the product of its velocity and

its distance from the Earth’s axis of rotation). As it goes toward

the poles, this distance decreases to zero at the poles themselves,

and the torus must accelerate to conserve its momentum.

Under the circumstances pictured, therefore, we may expect to

find some very strong belts of westerly winds, particularly well

away from the Earth’s surface. Such westerlies are a prominent

feature of the general circulation in mid-latitudes, although

easterlies occur in both the tropics and in polar regions. There

is also an important north-south component in the equatorial

trade wind belts, with winds blowing towards the equator in both
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hemispheres. Because air cannot disappear, we conclude that

it must rise in the convergence region.

As we go upwards through the troposphere, the most dramatic

change is the extension and intensification of the mid-latitude

westerly winds, which reach velocities up to 50 meteis per second

at the tropopause near latitude 30.

I have already pointed out that the drive for this general

circulation must come from excess heating in the tropics, and we

have seen that air rises over the tropics in the expected manner.

Ultimately, in order to close the circulation and return air to the

surface, the wind must spread towards the poles, generating strong

westerlies. Unfortunately, although this simple picture starts to

explain the observations in a promising way, we cannot explain

all the observations by means of a single cellular circulation from

equator to poles, carrying heat directly from source to sink.

It turns out that the motions in mid-latitudes are unstable and

become erratic and turbulent. The turbulent eddies generated by

the general circulation are the mid-latitude moving cyclones and

anticyclones, which transfer angular momentum and heat from

north to south by means of a vast mixing process. The coming

together of cyclones and antiyclones in turn produces cold and

warm fronts, with which are associated many of the detailed

weather phenomena.

In the stratosphere there are also complicated wind phenomena

of great interest, which are somewhat less well understood. The

tropospheric winds have marked seasonal changes only on a local

scale: the monsoon wind systems. The average winds generally

blow in the same directions in winter and summer. Above 30

kilometers, however, the situation differs, and the prominent

westerles of mid-latitudes are present only in the winter; in the

summer they are replaced by a broad belt of easterlies. Velocities

can be very high, even ranging between 50 and 100 meters per

second at heights near 60 kilometers. The reason for this wind

system can be found in the heating of atmospheric ozone by the

Sun which, we have seen, is strong near 50 kilometers. The heat-

ing is strongest near the summer pole and weakest near the

winter pole, and there is a fairly steady decrease of temperature

from summer to winter pole. In the troposphere, on the other

hand, the tropics are hotter than the poles in summer and winter,

which accounts for the characteristic differences in the seasonal

winds.
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Another phenomenon of interest has only recently been dis-

covered. The textbooks used to state that at about 25 kilometers

above the tropics the wind was either easterly (as measured by the

drift of clouds from the explosion of the voleano Krakatoa) or

westerly (as measured by von Berson). Averages taken over

fixed months of the year showed no seasonal change at all. This

apparent contradiction was resolved by the extensive data of the

International Geophysical Year, which showed that the wind

changes from easterly to westerly and back with a period of 26

months With such a period, successive Januanes (for example)

will show a variation from year to year, but averaged over many

years the January wind will be the same as any other month, We

do not yet have a complete explanation of this phenomenon.

Lastly, we have the spectacular seasonal chanyes over the polar

regions. The stratospheric monsoon winds come lower in_ these

regions. During the summer we have light easterly winds, rising

to a maximum in the north im June. Westerly winds commence

in September and rise steadily until February or March, when

they can be as strong as 80 meters per second in a broad eccentric

ring about the poles at a height of 35 kilometers The spectacular

feature of this circulation is the dramatic change to the summer

regime, which takes place almost on a single day in February o1

March. The summer easterhes are re-established in a day or two,

and during this time the temperature rises 30 to 60 degrees

Celsius. This is the most cataclysmic change which has been

recorded in the neutral atmosphere.

I must now return to a topic of vital importance to tropospheric

meteorology, but which it 1s convenient to separate from its con-

text: that is, the formation of clouds and precipitation. When air

rises it expands and cools and, af it contains sufficient water vapor,

the water condenses and forms clouds ‘The nature of the cloud

depends upon the nature of the upcurrent: small-scale convection

gives rise to the fair-weather cumulus whereas extensive sheets of

Stratus cloud accompany the slow rising im a depression.

The process is unportant for three reasons. First, there is the

large amount of heat of condensation which is released, particulanly

in the tropics. Second, the varying reflectivity of clouds affects

the Earth’s radiation balance And third, there are obvious social

and economic interests in the occurrence of 1am or snow at

ground level.

The initial condensation takes place on minute motes of solid
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matter, known as “condensation nuclei.” “Phese number typically

about 100 per cubic centimeter and, if all the available water is

distributed among them, the average drop of water would not

exceed a diameter of 50 microns (there are 1,000 microns to a

millimeter, and therefore 20 chops of this diameter). Such drops,

Wf they fall out of the bottom of a cloud, do so very slowly and

evaporate almost instantaneously. They can form mist but not

rain.

A raindrop that reaches the ground has a mimimum diameter of

300 microns for hght drizzle and a maximum diameter of 5,000

nucrons (9 millimeters) im oa thundershower It is imteresting to

consider why ram should form from) cloud systems which are

nomnally so long-lyved There are two important mechanisms.

The first requires that part of the cloud be at a temperature

below the heezing pomt and yet stil be liquid rather than ice.

This supercooled condition is by no means uncommon; if a few

particles of we appear, there is a rapid distillation of water from

the hquid drops to the ice, and a few large particles develop and

fall to the ground, perhaps melting on the way

The second mechanism requires a steady, relatively strong up-

draft. and an occasional large droplet of diameter about 100

microns, Which may have grown by accidental jostling or by con-

densation on a very large nucleus A darge drop falls more rapidly

than the small drops, which are swept past by the updiaft and

may unpinge upon the large drop until it has grown to a diameter

of 3 millimeters or even more Such large drops break up into a

number of smaller drops and the process starts again, thus con-

centrating the many cloud particles into a few, far larger raindrops.

The possiihty of changing the behavior of clouds by artificial

disturbances has attracted much attention im recent years. Local

rainfall could perhaps be imereased, hail damage diminished, and

dangerous weather systems such as hurricanes modified. If the

cloud is supercooled in part, such disturbances may be mtroduced

by fieezing a few drops either with dry ice or with artificial nuclei

such as silver iodide. Some sheht successes i this direction have

been claimed.

The econonne and social mterest i meteorological phenomena

resides almost entirely in the possibility of improved weather pre-

diction, and it is unfortunate that this is by far the most difficult

problem of the lower atmosphere. Thus, scientific advances in a
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difficult field are obscured from the general public by the diffi-

culties encountered by local weathermen attempting to meet the

pubhe’s demand for detailed weather prognosis.

The local television forecaster proceeds by empirical methods.

Given some knowledge of the main atmospheric systems, he adds

the detailed weather from experience. It is known, in general,

what physical laws control the development and movement of

cyclones and anticyclones, at least for periods of a few days. De-

tailed measurements covering the North American continent, inter-

polated and extrapolated with a judicious mixture of physical

deduction and long experience, enable rather satisfactory prognostic

charts to be prepared at different levels in the atmosphere for a

day or two im advance

A recent development of importance has been the simplifica-

tion and statement of the essential physical and dynamic laws in

such a form that the entre prediction process can be put in

mathematical terms Once this has been done, the preparation of

a prognostic chart becomes a task for an electronic computer. The

public has already benefited from this development and, by taking

as much as possible of the process out of the area of subjective

judgment and into the area of objective judgment, the prospects

for incorporating unproved physical understanding and better ob-

servational networks are much improved Plans are now under

way greatl, to increase the observational networks in both hemis-

pheres, largely based on remote soundings with balloons and satel-

lites.

Vinally, we may ask. if we learn to predict the weather accurately

and consistently, will it also be possible to control it? The question

Is an Open one Successful Cloud seeding is a type of weather modi-

fication which may be around the corner. Other local effects may

be brought about by blackemmng large areas to produce enhanced

convection currents, such as a glider pilot encounters and_ uses.

More ambitions schemes mvolve partially blackening the polar caps

and damming straits (e.g., Bering Strait) to influence ocean cur-

rents and sea surface temperatures.

This last suggestion, whether feasible or not, at least emphasizes

the close relation between physical oceanography and meteorology.

It is too frequently overlooked that the oceans and the atmosphere

form a single dynamuc system for redistributing solar radiation, and

that each is strongly coupled to the other. Ultimately we shall have
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to study this joint atmospheric-oceanic system, but advances in this

direction are a matter for the future.

What does the future hold for these studies? In such a compli-

cated field, in which the main phenomena have been identified,

and the probable physical causes recognized, a sudden break-

through is unhkely. Improved observations and increased theoretical

effort will lead with certainty to improved knowledge in all the

areas which I have discussed. The main stumbling block at pres-

ent is our Jach of understanding of turbulent or fluctuating mo-

tions; but this is also holding back other areas of classical physics

and engineering.

Unfortunately, the cost of better observations now runs very

high because of the necessary closeness of stations and the frequen-

cy in time required for a meaningful advance in knowledge. The

related problem of distributing, storing, and processing this infor-

mation 18 also a formidable one. Cost accounting may soon be

invoked to define the limits of complexity desirable for neutral-

atmosphere studies

One novel aspect of atmospheric studies may lead eventually to

fundamental, new ideas. At least we shall hear much about it in

the coming years ‘This is concerned with the atmospheres of other

planets Mars has an atmosphere sinular to our own in some ways,

but with a very low surface pressure and an unexpectedly high

concentration of carbon dioxide. Venus is very different, with a

surface temperature possibly as high as 300 degrees Celsius, and

a complete, opaque cloud cover. Mercury has no atmosphere that

we can detect. The outer planets Jupiter and Saturn are totally

different from the imner planets, with very deep atmospheres com-

posed of light gases, strange formations and color charges, tremen-

dous winds, and perhaps internal energy sources, like a cool star.

Until now, atmospheric scientists have had but one system to

study in detail. In the 1970's this number will change to perhaps

four or five. Although problems will differ from planet to planet,

the interplay of ideas can only be stimulating and provocative.
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II

T he

lomzed

Atmosphere

Ss. A. BOWHILL

The density of the Earth's atmosphere diminishes so rapidly as

altitude increases that one might be tempted to dismiss it as un-

important above about 5@ kilometers and to regard it simply as a

vestigial tail to the lower atmosphere of the Earth. However, the

upper atmosphere has a number of highly distinctive characteristics

which set it apart both from the lower atmosphere and from in-

terplanetary space. Below 50 hilometers, solar effects on the Earth’s

atmosphere aie primarily thermal, exciting transport processes

such as winds and turbulence and causing the highly complex phase

changes we most commonly know as “weather.”

Above 50 kilometers, however, to the thermal effects are added

a gteater complexity of chemical reactions. From the simple

ingredients of oxygen, nitrogen, and a few trace elements, hundreds

of compounds—some neutral and some ionized—are built, so

that each height range has its own distinctive chemistry. Only in

a few cases 1s this chemistry reasonably well understood, partly be-

cause of the limitations nmposed by trying to interpret a relatively

few observations made on the ground in terms of complex re-

actions at high altitudes. The recent advent of rockets and satellites

as vehicles for carrying space experiments to high altitudes, which
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might have been expected to resolve many of the difficulties, in fact

has revealed hitherto unsuspected phenomena and has not thus far

led to a complete understanding of the upper atmosphere.

I have used the word “chemistry” in connection with the upper

atmosphere because it is suggestive of the nature of the processes

that go on in that region, which extends from some 50 kilometers

out to several Earth radii away. Below 50 kilometers’ altitude,

ionization in the Earth's atmosphere may be neglected under most

circumstances, and the weather we experience is a property only

of the neutral atmosphere. Above 50 kilometers, no clouds are

present as we know them in the lower atmosphere, and therefore

the Sun shines equally brightly throughout the day. This is not

to imply that the neutral atmosphere has no role to play of its own

above this level: for example, atomic oxygen, generated from

molecular oxygen by the dissociative action of the Sun during the

day, recombines during the might, giving off as it does so a

greenish glow visible from the ground, which we call the “airglow.”

As a matter of fact, this glow is the source of most of the night-

time glow from the sky; what we think of as starlight 1s in fact

principally this oxygen airglow. However, most of the spectacular

effects occurring in the upper atmosphere are associated with

charged particles—electrons and positive ions. The importance of

this ionization leads us to use the term “ionosphere” in speaking

of the ionized part of the atmosphere.

The word “ionosphere” unphes that ionized particles are present

in the upper atmosphere, and this is indeed the case. In fact, the

electrons produced from ionization of the atmosphere by ultraviolet

rays from the Sun make the upper atmosphere into an ionized

plasma. This plasma has dramatic effects on electromagnetic waves

of frequency a few megaheits and below. In addition, it is capable

of passing a direct current and therefore can affect the magnetic

field of the Earth. Indeed, the ionosphere around 100 kilometers in

altitude is the region where the effects of movements of the lower

ionosphere become entangled with movements of the magnetic

fields in interplanetary space.

Here I should lke to describe some of the developments of

ionospheric investigation, some of the advances that have taken

place in the past few years, and some of the puzzling problems

which are currently before us.

Even in the nineteenth century, the existence of ionization in
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the upper atmosphere was suspected when it was found that the

Earth’s magnetic field appeared to change cyclically during the

day, and it was found that the current system needed to explain

these variations must be located outside the Earth’s sphere—and

therefore, possibly, in the atmosphere itself.

Curiously, however, the suggestion of an ionized layer was first

made on incorrect grounds, Because it was known in the late nine-

teenth century that gases became electrically conducting at low

pressures (that is, capable of sustaining an electric discharge), it

was felt that the low pressures present in the upper reaches of the

Earth’s atmosphere would have a similar effect. At that time, of

course, It was not known that the Sun gave off the very short wave-

lengths of radiation which are now known to comprise most of its

spectrum and which, in fact, make the upper atmosphere electrical-

ly conducting.

A direct indication of the presence of free electrons in the

upper atmosphere was given by Marconi’s experiments in long-

distance wireless telegraphy Theoretical calculations of the field

strength of radio signals propagating around the curve of the

Earth had indicated that it should be impossible to communicate

over distances of more than a few hundred miles, as the signals

would fly off into space instead of following the curve of the Earth.

However, when Marcon succeeded in transmitting signals across

the Atlantic Ocean, it was evident that some effect was present

which constrained the radio waves to maintain themselves in the

vicinity of the Earth. The explanation was not far to seek, for it

seemed reasonable to suppose that the lower surface of the region

of free electrons night act as a mirror of radio waves in the same

way as a metalhe surface reflects ight waves. The theory of this

effect was soon worked out, and it led to the picture of a con-

centric, spherical, ionized layer surrounding the Earth, radio waves

being trapped between the layer and the surface of the Earth.

If this reflective layer were capable of trapping radio waves in this

way, it should also be capable of reflecting them vertically back from

a transmitter at the ground. In the early 1920’s G. Breit and

M. A. Tuve set up what amounted to the first radar transmitter,

radiating pulses of energy from the ground which were detected

as reflections from the 1onisphere after a lapse of time corresponding

to the distance from the ground to the ionosphere and back. Almost

at the same time, Appleton in England found ionospheric reflec-

tions in using a regular broadcast transmitter.
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Intensive investigations of the ionosphere did not begin until

its usefulness for radio propagation became apparent in the early

1930's. Frequencies above about 2 megahertz had been relegated

to radio amateurs for experimental purposes because they were

thought to have no commercial use. Long-distance wireless tele-

graphy was at that time carned out at much lower frequencies,

where large and cumbersome radio transmitters were needed. How-

ever, radio amateurs succeeded in establishing contact with each

other over very great distances, even with the quite low radio

powers which were permitted them by government regulations.

Beginning about 1930, therefore, high-frequency propagation by

means of the ionosphere became the normal means of communica-

tion over long distasices, both for broadcasting and telegraphy.

It was soon found that the frequency bands which were usable

for this purpose varied from might to day, with season, and with

the stage of the sunspot cycle Some means of measuring and even

of predicting this behavior was therefore vitally necessary. It was

soon found that the upper limit to the frequency of propagation

was then related to the peak electron density present in the so-

called TF layer of the ionosphere. It was also found possible to

measure this election density by means of a ground-based radar

whose frequency could be varied; this device came to be known

as an jonosonde. Networks of these 1onosondes, capable of determin-

ing the properties of the ionosphere from the ground, were set up

in various parts of the globe, and as many as two hundred stations

have since been furmshing regular data on the ionosphere to central

collection agencies Which analyze them and issue radio propagation

predictions These predictions permit radio communication engi-

neers to Judge with considerable accuracy which short-wave band

would be best for communication to any given place at any time.

Until the end of World War II, the ionosonde was about the

only useful technique for probing the atmosphere. For several

reasons, however, it had given only a very limited understanding

of the physics of the formation of the layers. First, it was capable

of detecting only one of the constituents of the upper atmosphere,

namely, electrons; second, its sensitivity was extremely limited,

capable of detecting only the narrow range of electron densities

from about two hundred to one, whereas the range of electron

densities encountered in the ionosphere exceeds a million to one.

However, rockets and satellites have since made possible a whole



range of additional experiments, including the sampling of the upper

atmosphere by a sensor immersed directly in it and the use of radio

techniques involving propagation from the rocket or satellite to

the ground (or vice versa). Typical of the data which have been

most informative are the identification of the positively charged

particles, or ions, accomplished by measurements of their mass, the

identification of the various minor constituents of the neutral at-

mosphere, the detection of upper-atmosphere wind motions by

releasing luminous trails from rockets, the orbiting of a miniature

version of an ionosonde in a satellite to sound the ionosphere

from above instead of below, and so on. From these and many

other measurements, a picture of the ionosphere has emerged which

I will now briefly describe.

The upper atmospheric regions are identified by three letters of

the alphabet: D, E, and F. Each region has its own distinctive

mode of formation and has a different effect on the propagation

of radio waves

I have already referred to the F region, which is the layer

responsible for the propagation of short-wave radio signals to

great distances. This is the uppermost of the ionized layeis, having

its maxunum height at about 300 kilometers above the Earth's

surface But it does not coincide with the region of most intense

ionization production, a paradox which bothered many ionospheric

theoreticians until its explanation was found Most of the Sun’s

ionizing effect takes place at about 180 kilometers in altitude;

above that, the ionization rate drops off fairly rapidly with altitude.

However, the romzation density 1s always determined by 4 balance

between the processes of production and loss of ionization: since

the effiaency of loss of ionization drops off even more rapidly

than the rate of production, the balance reached is one in which

the electron density increases with altitude rather than decreases.

Of course, this is based on the idea that ionization is both pro-

duced and lost in about the same height region of the atmosphere.

Such is the case up to a critical altitude of about 300 kilometers,

when a quite different process-—vertical diffusion—becomes im-

portant: the ionization tends to drift downward in the atmosphere

and adds to the supply at lower altitudes. In this case, the result 1s

a decrease in electron density with altitude above 300 kilometers,

producmy a peak in the electron density at that altitude.

The Earth's magnetic field has a very important effect on the
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ionospheric plasma. Electrons and ions cannot freely cross magnetic

field lines, but instead gyrate around them at a rate called the

cyclotron frequency (named after the high-energy machine which

uses this effect). However, they are capable of moving freely along

the lines of magnetic force, subject to the influence of gravity. This

has two interesting consequences. First, on the magnetic equator

where the lines of the Earth’s magnetic field are horizontal, free

vertical movement for the electrons is evidently impossible in the

way described for the formation of the F layer. The equatorial

F layer is therefore quite exceptional in many aspects of its be-

havior, and its theory is far from understood at this time. Second,

because a magnetic field line which intersects the Earth’s surface

in the northern hemisphere will also intersect in the southern hemi-

sphere (at a place called the conjugate point), it is possible for

electrons with enough energy to stream from one hemisphere to

the other, provided a source for them can be found. In fact, the

electrons which are first produced by the action of the ultraviolet

solar radiation have just enough energy to make their way from

the southern to the northern hemisphere, a journey of many

thousands of kilometers. These electrons have, as a matter of fact,

been detected by their heating effect in the northern winter hemi-

sphere when the Sun’s rays first strike the southern end of the

field line and the northern end is still in darkness.

The region of the ionosphere below 160 kilometers comprises the

D and E regions. The E region, down to about 90 kilometers in

altitude, was at one time supposed to be fairly simple in its behavior

because its maximum electron density, at an altitude of about 120

kilometers, coincides with the maximum ionizing effect of longer

wavelengths of ultraviolet radiation than those responsible for the

F’ layer. The intensity of this layer was found to rise and fall exactly

as the Sun rises and sets. However, this region is also the seat of a

number of intermittent effects, none of which are properly explained

at the present time. One of these, the aurora, is familiar in that it is

visible from the ground at high latitudes as a very variable light,

present as rays, sheets, or streamers, having almost every color of the

optical spectrum. This light is energy emitted by atoms and mole-

cules in the E region which have been ionized or excited by streams

of electrons coming into the Earth's atmosphere. The ionization they

form can be readily detected by using radio waves. At lower lati-

tudes, the intermittent phenomenon known as sporadic E occurs.
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This may appear as an additional layer of ionization, superposed

on the normal E layer, usually very thin and in some cases having

many times the E layer intensity.

Another puzzling feature of the E layer relates to the ions which

compose it. From rocket measurements, these are known to include

molecular oxygen and nitric oxide, ions which have also been

studied in the laboratory. However, the rate of disappearance of

this ionization in the atmosphere does not seem to agree with the

rate of disappearance in the laboratory, a discrepancy for which

no good explanation has been offered.

The lowest layer im the ionosphere, the D layer, is associated

with the absorption of radio signals. Radio stations in the broad-

cast band, between 500 and 1,600 kilohertz, have a much greater

range at night than during the day because signals received

during the day are transmitted directly over the ground from the

transmitter to the receiver, whereas those at night are reflected

from the E layer and therefore ‘skip to much greater distances.

The reason why these ionospheric reflections, present at night, are

absent during the day is the phenomenon of absorption. The

nighttime E layer may be likened to a polished metallic mirror

located concentric with the Earth, during the day, however, it

ceases to be an effective reflector, becoming tarnished, so to speak.

This 1s due to ionization in the D region, below the E layer, which

is present during the day but absent during the night

So little ionization is required to produce this absorbing effect

that the precise density and distribution were unknown for many

years and are still the subject of debate. Recently, however, radio

absorption measurements made from rockets have given an accurate

picture of its distribution. It appears that the altitude of about

80 kilometers is quite critical for the D-layer ionization. Below

this altitude it completely disappears at night; on a few days in

winter, a strange additional layer is seen which springs sharply

out of the background D layer at just this altitude, the ionization

density being greater by perhaps a factor of ten than on a normal

day. his effect, called the “sporadic” D layer for comparison

with sporadic E, seems to be associated with dynamic effects in the

lower atmosphere. At least, a quite significant correlation has

been found between the increase in temperature in the stratosphere

and the presence of this additional layer in the D region. The

exact nature of this relationship 1s being intensively investigated

at the present time.
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One of the most fascinating developments in recent studies of

the ionosphere is the detection of trace constituents, which are

present in a very small concentration relative to the entire

atmosphere but which are sufficient to affect ion density very

strongly. For example, the F layer is composed primarily of

ions of atomic oxygen, produced by the photo-ionizing effect of

ultraviolet solar radiation. Tlowever, above an altitude of about

1,000 kilometers, the 10ns of atomic oxygen give way to protons,

which can also be thought of as ions of atomic hydrogen. ‘These are

present at all altitudes above this transition level, and this region

of ionosphere has therefore been called the protonosphere. The

protons are not thought to be produced directly by solar radiation,

but rather by charze exchange between neutral hydrogen and

ions of atomic oxygen. ‘This reaction takes place below the

protonosphere, which accordingly can be regarded as a_ large

reservoir of ionization, into and out of which iomzation flows at

relatively slow rates. The detailed consequences of this flow are be-

ing intensively explored at the present tame.

Other minor constituents are extremely mnportant in the E

region of the 1onosphere, below 160 kilometers in altitude. Here,

for example, it has recently been found that metallic tons such as

magnesium and calcium constitute a specific type of sporadic

layer, associated with meteonc activity. In the D> region, the

lowest part of the ionosphere, it has been possible since about 1965

to identify some of the ions present In addition to ions of nitric

oxide, which were to be expected at that altitude, ions with a

mass number of 37 have been seen, which have tentatively been

identified as multiply hydrated protons of the type which are

found when an acid electrolyte is dispersed in water. The origin

of these hydrated protons (if indeed they are not an artifact of

the rocket which made the measurement) is at present uncertam,

The science of aeronomy, which treats all of the phenomena

which I have been describing in the uppes atmosphere, 1s one of the

new branches of science and cuts across many of the older

classical areas. Physics, chemistry, mathematics, and engineering

each play some part in these studies, and an interdisciplinary ap-

proach is the only one to follow to reach an understanding of the

upper atmosphere. Because the same atmosphere covers the en-

tire globe, it is also an area where fruitful international coopera-

tion may be effected. Ionospheric physics was one of the primary
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disciplines both of the International Geophysical Year (1957-58)

and of the International Years of the Quiet Sun (1964-65). The

former took place at the maximum of the sunspot cycle, the latter

at the succeeding minimum. With the approach of the next sun-

spot maximum it is anticipated that increased attention will be

paid to the short-term effects, such as those of solar flares which

are of such short duration that they could not be studied by the

techniques available during the International Geophysical Year.

In recent years we have learned that planets other than our

own have ionized atmospheres. Earlier in this chapter I referred

to Earth-orbiting satellites that have been used to study our own

ionosphere from above These studies have considerably augmented

our knowledge of the outer reaches of our ionsphere. But space-

craft have also told us a good deal about other planetary iono-

spheres; for instance, the Mariner probe flight past the planet

Mars made it possible for us to measure, with some confidence, the

electron density of the Martian atmosphere and its variation with

altitude. It bore such a remarkable resemblance to the F layer of

the terrestrial ionosphere that it has been possible to carry over

the entne theoretical basis for the Earth’s ionosphere to interpret

that of Mars. It seems hkely that the principal difference between

the mode of formation of the Martian ionosphere and that of the

Earth is in the molecular gas responsible for the recombination of

the ionization’ on the Earth, it is probably molecular nitrogen,

while on Mars itis probably carbon dioxide.

Tonspheres are likely to be a general property of all planets

of our solar system that have even a trace of atmosphere. Studies

of our own ionosphere will certainly continue to illuminate our

studies of other planets, and it) seems possible that planetary

studies will lead us to look for effects in our own ionosphere

which may litherto have gone unnoticed.
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The

Magnetosphere

W. IT. AXFORD

The magnetosphere of a planet is the region in which its magnetic

field plays a dominant role in controlling its environment. In

the case of the Earth, the magnetosphere extends outward, beyond

an altitude of 100 kilometers, to a distant boundary which ap-

proaches no closer than about 50,000 kilometers. It is believed

that the remaining terrestrial planets (Mecury, Venus and Mars)

and the Moon have negligible magnetospheres because their mag-

netic fields are relatively weak. Jupiter, on the other hand, almost

certainly has a large magnetosphere, according to deductions

based on the properties of its radio emission. No results of an

equivalent nature are available for Saturn at present, although it

seems reasonable to expect that it, too, has a significant magneto-

sphere. Nothing is known about the magnetospheres of the other

planets (Uranus, Neptune, and Pluto).

The inner boundary of the Earth’s magnetosphere coincides

roughly with the E region of the 1onsphere. Its position is de-

termined by comparing the pressure exerted by the geomagnetic

field with that of the atmosphere. At ground level, of course, the

magnetic pressure is relatively small, being only a few billionths

of atmospheric pressure; however, the latter drops off very quickly

with increasing altitudes whereas the magnetic field decreases quite

slowly. Strictly, the two pressures become equal at an altitude

of 130 kilometers, but as the effects of the magnetic field begin
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to be significant at 100 kilometers, the magnetosphere is usually

considered to begin there.

The outer boundary of the magnetosphere, called the “magneto-

pause,” has a shape which is roughly hemispherical on the sun-

ward side of the Earth, and extends in the form of a long cylind-

rical tail to very great distances directly away from the Sun. In

some respects then, the magnetosphere looks very much like a

comet, with the Earth as its nucleus. Indeed comet tails and the

tail of the magnetosphere are directed away from the Sun for the

same reason-——namely, because they are blown that way by the

solar wind.

At the Earth’s orbital distance from the Sun, the solar wind is a

highly supersonic stream of ionized gas or plasma (mostly protons

and electrons) which flows radially outward from the Sun at all

times. The density of the solar wind is very low, being of the

order of 10 particles per cubic centimeter. However the velocity

is large—-typically about 500 kilometers per second—so that the

wind exerts quite a substantial ram pressure on the whole sun-

ward face of the magnetosphere. By equating the ram_ pressure

of the solar wind to the pressure of the geomagnetic field at the

magnetopause, it is a simple matter to calculate the minimum

distance to the magnetopause on the sunward side. This distance

turns out to be approximately 65,000 kilometers, or ten Earth

radii, although there is a probable range of from 50,000 kilometers

to 80,000 kilometers, depending on the intensity of the solar wind

at any given time.

If the tail of the magnetosphere were simply a sort of shadow cast

in the solar wind by the forward part of the magnetosphere, then

it would be a weak thing extending perhaps only as far as the

Moon’s orbit, which is at a distance of 400,000 kilometers, or 60

Earth radii. In fact the tail is much more substantial than this,

apparently because the forward part of the magnetosphere is con-

tinually dragged along by the solar wind and the magnetic field 1s

pulled out to great distances before being let go. This process re-

sults in the formation of a tail with a relatively high magnetic field

strength and estimated to be perhaps | to 10 million kilometers in

length. One theorist even claims that the tail extends as far as the

solar wind blows, which is probably to the outskirts of the solar sys-

tem several bilhon kilometers away. This, however, is to be regarded

as a rather extreme point of view.
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Near the Earth the shape of the geomagnetic field lines is

similar to that of a dipole---that is, the field Gnes look as if they

emanate from a small bar magnet placed near the center of the

Earth. Field lines which reach the outer regions of the magneto-

sphere are quite different in shape, however, due to the distortion

produced by the solar wind pressure and drag. One can understand

how these shapes arise most easily by dividing the magnetosphere

into two parts, the “doughnut” and the “tail.’ As its name

implies, the former is a doughnut-shaped region which surrounds

the Earth and extends to the magnetopause on the sunward side of

the magnetosphere. The doughnut intersects the Earth (which

occupies the hole) in two belts at about 20 degrees of latitude

from the magnetic poles, corresponding roughly to the northern

and southern auroral zones Withm the doughnut (i.e, at lower

latitudes than the auroral zones), the magnetic field lines are

dipole-hke and link the two hemispheres. The magnetic field

lines in the tail are in contrast quite undipole-hke, and it is even

questionable whether they run between the two hemispheres o1

instead are connected im some complicated way with the inter-

planetary magnetic field. The tail field lines meet the Earth in

the polar regions at higher latitudes than the auroral zones, and

extend out mto the distant parts of the tail where they run approxi-

mately parallel to each other and to the solar wind.

‘The most interesting feature of the tail of the magnetosphere 1s

that it is split along its length into upper and lower halves in

which the directions of the magnetic field are opposite. If a com-

pass needle were placed in the upper half of the tail, then it

would point toward the Earth, that is, in the direction of a

field line which leads to the geomagnetic north pole. If the same

compass needle were carned into the lower half of the tail, it

would swing round and point away from the Earth, that 1s, in the

diction of a field line which leads away from the geomagnetic

south pole. The two halves of the tail are separated by a rela-

tively thin sheet in which the magnetic field direction reverses and

the magnetic field strength is low; this is known as the “neutral

sheet.” The presence of the neutral sheet was first detected by a

magnetometer flown on the satellite Explorer 18 in 1964, in an ex-

periment conducted by Norman Ness of the Goddard Space Flight

Center. ‘The various other features of the magnetic structure of the

magnetosphere which I have described here have been confirmed
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by numerous satellite observations, especially those from Explorers

10, 12, and 14.

I want to pass on now to discuss the properties of the plasma

which is contained within the magnetosphere. But before doing

so I must describe briefly how the motion of plasma is affected by

the presence of a magnetic field. The most important point to

remember is that the plasma and the magnetic field tend to be

“frozen” together, in the sense that any two lumps of plasma

which are at any time on a common magnetie field line always

remain on a common field line. If, then, the magnetic field were

very weak, it could be distorted and stretched into almost any

configuration by movernents of the plasma: this situation occurs

in the interplanetary medium where the interplanetary magnetic

field is combed out into a rather surprising spiral configuration

by the joint effects of the solar wind and the rotation of the Sun.

On the other hand, if the field is relatively strong, it can exert

a powerful controlling influence on the motion of the plasma: in

fact, it can restrict the possible movements of the plasma such

that the overall distortion of the magnetic field is minimized. This

is the situation in the magnetosphere, for almost everywhere the

geomagnetic field pressure greatly exceeds that of the plasma.

Accordingly, the permissible motions of the magnetospheric plasma

are such that the plasma on one field line interchanges with the

plasma on adjacent field lines in such a manner that there is no

net change in the configuration of the magnetic field as a whole.

But despite the fact that the possible motions of the magnetospheric

plasma are highly restrictive, it is significant that motion can take

place. As I shall describe shortly, it is through such motions that

the solar wind plasma can penetrate the magnetosphere, thus

leading to the production of the aurora and the Van Allen radiation

belts.

I have emphasized that the pressure of the plasma in the mag-

netosphere is almost everywhere small compared to that of the

magnetic field. However, this is not the case in the neutral sheet

in the tail. Here, in order to support the magnetic pressure

associated with the higher magnetic field strength on either side,

there must be plasma at an equal pressure to maintain equilibrium.

This plasma presumably originates in the solar wind, which 1s

able to enter the neutral sheet relatively freely from either side

of the magnetosphere. According to current theories, the neutral
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sheet is the immediate source of the particles which produce

the radiation belts. The injection takes place when the neutral

sheet is for some reason thrown out of equilibrium, allowing the

oppositely directed magnetic field lines on either side to link

and contract and thus shooting plasma towards the Earth from

the antisolar direction.

Within the doughnut-shaped part of the magnetosphere which

surrounds the Earth, the plasma pressure is small compared with

the magnetic pressure, but it is not entirely negligible. The plasma

is in a sense “trapped” or contained by the magnetic field of the

doughnut, which is in turn very slightly inflated by the small

pressure exerted by the plasma. The inflation is observable as a

very slight decrease of the geomagnetic field strength measured on

the ground. Varying degrees of inflation of the doughnut, corres-

ponding to changes in the pressure of the trapped plasma, can

be monitored at magnetic observatories placed at various points

around the world. The most pronounced fluctuations in the

geomagnetic field strength observed on the ground have an

amplitude of about 1 percent. These are called magnetic storms

and are associated with violent auroral displays, ionospheric dis-

turbances, and changes in the Van Allen radiation belts.

The plasma in the magnetosphere can be divided into two main

componets. One of these is composed of low-energy particles,

being essentially an extension of the ionosphere. The other consists

of high-energy particles, most of which have presumably originated

in the interplanetary medium beyond the magnetopause.

In the doughnut-shaped part of the magnetosphere where the

geomagnetic field lines link the northern and southern hemis-

pheres of the Earth, the low-energy component was detected first

as a result of observations of a type of audiofrequency electro-

magnetic wave, usually called a “whistler.” One can occasionally

hear whistlers simply by connecting an antenna through an ampli-

fier to a loudspeaker; the swishing tone gliding from high to low

pitch gives rise to the name. These signals, which originate in

lightning flashes, propagate from one hemisphere to another,

approximately along the geomagnetic field lines, and sometimes

have been observed to bounce back and forth many times before

finally becoming too weak to be detected. This interpretation was

given in the early 1950’s by Owen Storey, then a graduate student

at Cambridge University, who showed that it is possible to use the
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whistler observations to deduce the distribution of plasma density

far out in the magnetosphere.

Perhaps the most interesting result which has been obtained in

this way concerns the plasina density. Whistler studies have shown

that the density of plasma within the doughnut does not decrease

smoothly with distance from the Earth, but rather that there is a

sudden drop which takes place on the field line which reaches out

to about 20,000 kilometers. Little is known about the plasma in

the tail of the magnetosphere, because the geomagnetic field lines

do not connect the two hemispheres in this region and hence

whistlers cannot bounce back and forth. It is expected, however,

that the plasma density is low, for any plasma produced in the polar

ionosphere by sunlight can drain off along the stretched-out geo-

magnetic field lines in the tail and so be lost

The high-energy component of the magnetosphenc plasma com-

pletely fills the doughnut-shaped part of the magnetosphere and

also the neutral sheet im the tal. Some of the particles constituting

this component have energies suffiaently large to be detected with

high efficiency by an ordmary Geiger counter, and it was these

which were discovered in 1958 by James Van Allen and his col-

leagues at the University of Towa) Prior to this it had been

expected that only the background cosmic radiation would be

observed by Geiger counters carried into space: it was a great

surprise to find particle fluxes of such intensities that the first

instruments were saturated

In the early experiments a belt of energetic protons was found

to encircle the Earth’s equator out to a distance of several thou-

sand kilometers. This is now known as the inner Van Allen

radiation belt: it has the property of being remarkably stable,

and in deed only recently has it been shown by careful observation

that shght variations do occur Subsequent experiments at greater

altitudes showed the existence of a second belt of energetic

particles which extends out to about 20,000 kilometers above the

Earth and which became known as the outer Van Allen. belt.

The particles in this case are electrons and, in contrast to the

inner belt, the fluxes observed are quite variable with changes

related in some comphcated way to magnetic storm effects.

Surprisingly enough, although the Russians were first to put

scientific satellites into orbit, they did not observe the radiation

belts until later. The reason for this was that the first Sputniks
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orbited at relatively low altitudes, where the residual atmosphere

is sufficient to remove any of the radiation-belt particles that might

penetrate that far. The first scientific satellite launched by the

United States, Explorer 1, went into a much higher orbit and

was therefore favorably placed for observing the radiation belts.

One can detect from hindsight some trace of the radiation belts in

the Russian data, but this would have caused no interest if it had

not been for Van Allen’s observations, and it is to him therefore

that the credit for discovering the radiation belts properly be-

longs.

Since 1958 a great number of observations have been made from

Earth satellites and space probes, and it is now known that the

whole of the doughnut-shaped part of the magnetosphere is filled

with energetic particles. Van Allen’s relatively insensitive instru-

nents found at first only the more easily detected particles, which

are as deceptive a representation of the whole population as is

the visible portion of an iceberg The various components of the

radiation belts, as observed by different types of detectors, have

widely different characteristics; hence it is rather difficult to make

general statements about the energetic particles as a whole. How-

ever, one thing 1s certain: since these particles contribute the bulk

of the pressure exerted by the magnetospheric plasma. any in-

flation of the magnetosphere that takes place must be associated

with an enhancement of the total energy in the radiation belts.

The magnetosphere is observed to become inflated during magnetic

stonms, and at such times we can be sure that the radiation belts

have been enhanced, even though some particular groups of par-

ticles nnght seem to indicate the opposite.

Although they were a little unlucky in faihng to make the first

observation of the radiation belts, the Russians did discover in

1959 what at the time they called the third radiation belt. The

discovery was made by means of a charged particle trap carned

on the Moon probe Lunik I, and was due to K. I. Gringauz, who

also first observed the solar wind directly in a sumilar experiment

carried on Lunik HI. We now know that the radiation belt ob-

served by Gringaus is in fact associated with the neutral sheet

in the tail of the magnetosphere rather than with the doughnut.

These particles, which are probably relatively new to the magneto-

sphere, seem to originate in the solar wind, and are believed to be on

their way into the doughnut where they feed the Van Allen belts



and also give rise to the aurora as they precipitate into the atmos-

phere.

To conclude this discussion of the Earth’s magnetosphere, I want

to describe very briefly the magnetic-storm phenomenon. The

cause of magnetic storms is a long-standing problem of much in-

terest, but prior to the space age little progress had been made

towards its solution, despite the fact that many aspects of the

phenomenon can be easily observed from the ground. I am re-

ferring, of course, to the geomagnetic fluctuations, which were

first observed 160 years ago by von Humboldt, to auroral displays

which have probably been known throughout recorded history,

and to the ionospheric disturbances which interfere with long dis-

tance radio transmissions, especially in the polar regions. Our

knowledge and understanding of magnetic storms has grown

enormously since 1958 as new discoveries have been made in space,

and at this stage the solution to the problem seems to be almost

at hand.

The sequence of events constituting a magnetic storm typically

begins with the occurrence of an explosion (or flare) on the visible

hemisphere of the Sun. The material ejected by the explosion

blasts its way through the interplanetary medium at a speed of

1,000 to 2,000 kilometers per second. Nothing happens at the

Earth until a day or so after the flare, when the front of the blast

envelopes the magnetosphere. The sudden increase of the external

pressure at this point crushes the magnetosphere and causes the

geomagnetic field strength observed on the ground to increase. This

increase is maintained for several hours and is known as the

‘initial phase” of the storm In addition to squeezing the magneto-

sphere during this period, the enhanced solar wind accompanying

the blast drags the outer parts of the magnetosphere along with it,

thus causing the tail to grow at the expense of the doughnut.

Eventually, however, the growth of the tail is arrested by its lack

of stability. This apparently comes about because the plasma sup-

porting the neutral sheet is unable to prevent the magnetic field

above and below the sheet from linking to form closed but ex-

tended loops.

The newly linked field lines in the interior of the tail contract

violently, carrying plasma toward the Earth and into the doughnut-

shaped part of the magnetosphere on the night side. The contrac-

tion of the field lines is observed on the Earth as a severe magnetic
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disturbance in the polar regions lasting about an hour, and called a

“polar substorm.” This is accompanied by an intense auroral

display produced by the precipitation into the atmosphere of part

of the plasma that has been carried in from the neutral sheet.

The remainder of the plasma is injected into the doughnut, which

becomes partially inflated. The entire doughnut becomes inflated

after about an hour or so, causing the geomagnetic field strength

on the ground to decrease to less than its prestorm level; this is

called the “main phase” of the storm. Several polar substorms

might occur if the enhanced solar wind continues to enlarge the

tail, and each one leads to further inflation of the doughnut.

Eventually, however, things settle down and we are left with the

doughnut inflated, and correspondingly an enhancement of the

total energy of the radiation belts. The inflation, together with

the associated depression of the geomagnetic field observed on the

ground, subsides slowly as the newly injected plasma leaks out of

the magnetosphere- -either into the interplanetary medium or into

the atmosphere. This recovery phase lasts several days.

This description of a typical magnetic storm contains a judicious

blend of fact and theory and is all rather qualitative. However,

there is fairly wide support for the views I have advanced and

J have little doubt that when the full story is known, they will

prove to be not too wide of the mark. Nevertheless, these are

exciting times for space physicists, with major new discoveries be-

ing made almost monthly, and one can be sure that there are

many surprises still in store for us

137



W. M. Kaula

WH" M Kaula is Professor of Geophystes

in the Department of Planetary and Space

Science and at the Institute of Geophysics

and Planetary Physis of the University of

Cahforna at Los Aneeles An Australian

by birth, he was educated at West Point

in military engineering, and at Ohto State

University in geodesy During this period,

he was with the US Army Corps

of Engincers He left the military service

in 1952 to work with the U'S Army Map

Service After three years researching

satellite orbits and studyine the earths

intertor at the Goddard Space Flight Center,

he accepted his present postion Professor Kaula

has helped to edit Reviews of Geophysics

and has authored a varied range of papers

on orbit analysts, lunar satellites, tidal

energy, and rheology



W. M. KAULA

The subject I am concerned with 1s geodesy: the application of

the most fannha:r mathematws and the most familiar physics to a

very familiar object, the Earth. The mathematics is essentially the

gcometry of three-dimensional space associated with the name of

Euchd. The physics is that of gravitation, which was largely

founded by Newton: most important is Newton’s law stating that

two masses will attract each other proportionately as the product of

their masses and inversely proportionately as the square of the dis-

tance between them. We are interested in applying this Euclidian

mathematics and Newtonian physics to the Earth: to determine

what its shape 1s and how big it is: its size in terms of linear

dimension, as well as its mass mm grams or some other such unit

We are also interested, of course, in determining vanations in the

distribution of its mass and variations in its shape.

It took mankind many centuries of historical tme to agree that

the Earth is rather round. Some of the ancient Greeks, such as

Eratosthenes, believed the Earth was spherical. Eratosthenes made

a pretty good measurement of the Earth’s size by using the dif-
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ference between the lengths of shadows cast by the Sun at

Alexandria and at a point some hundreds of kilometers south.

We also all know that the Earth pulls on any object with an

acceleration that is the same for all objects, as was first demon-

strated by Galileo, allegedly using the leaning tower of Pisa as his

platform. This acceleration is what we call “gravity.”

Besides the acceleration of a dropping object, there are other

things which are affected by gravity, such as the pendulum which,

at the upper limit of one swing, has an acceleration downward

which causes it to acquire a velocity which reaches its maximum

at the midpoint. This velocity carries the pendulum up on the

other side until the counteracting acceleration of gravity cancels

it out. The cycle is then repeated with a period which is de-

pendent upon gravity. We can also measure gravity by a spring

balance: if we attach a mass to the end of a spring, the pull it

will exert upon the spring depends upon the gravitational ac-

celeration.

If the Earth were fluid and only the law of gravitational attrac-

tion applied, the Earth would be a perfect sphere. However, since

Newton, more detail has been deduced about the shape of the

Earth. Newton added the element of centrifugal force: as a body

rotates, it will tend to throw things out, in opposition to the

centripetal attraction of gravitation. Because this outward force 1s

greater at the Earth's equator than at the poles, the Earth is

pulled outward at the equator and has a flattened shape; con-

sequently, at the pole we are about 21 kilometers closer to the

center than we are at the equator.

In addition to the various scientific investigations applying the

mathematics of Euclid or the physics of Newton to the Earth,

there has, of course, been much more in the way of practical

applications. A familiar technique is surveying, which has been

developed over several centuries for the purposes of engineering

construction and of making maps for navigation, delimiting prop-

erty boundaries, fighting wars, and so on. The efforts of many

surveyors over many years have resulted in a system of measure-

ments of the Earth which is a concatenation of lengths measured

by tape and of angles measured by a combination of a telescope

and a graduated circle (the combination is called a theodolite).

These networks of overlapping triangles have now been extended

so that, for example, in the western hemisphere there are con-

nections all the way from Alaska down to the southern part of
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Chile, and in the eastern hemisphere from Lapland down the Cape

of Good Hope in a north-south direction, and from Great Britain

to Japan in an east-west direction. These survey efforts measure

the distances and directions between points on the Earth’s surface;

used in conjunction with observations of the directions of a plumb

line with respect to the stars, they determine variations in the

direction of the pull of gravity.

There has also been considerable effort, entailing a similar

concatenation between reference points, at measurements of the

intensity of the acceleration of gravity by pendulums and _ by

spring balances very highly refined compared to those with which

we are familiar at the grocery store. From these systems of measure-

ments we have deduced a lot more about the shape of the Earth

than that it is simply the flattened sphere or, more strictly speak-

ing, the oblate ellipsoid of revolution which Newton deduced would

be the shape of a fluid body under the combined influences of

gravitational attraction and centrifugal acceleration due to rota-

tion. Therefore it is appropriate to define much more precisely

what we mean by the shape.

The Eaith has a rather fuzzy outer limit, and if we are to have

a reasonably precisely defined shape, we will ignore that one part

in a milhon of the Earth that is constituted by its atmosphere.

This leaves us with two obvious alternatives as the Earth’s outer

limit: the surface of the rocks and the surface of the sea, some-

times called the lithosphere and the hydrosphere. (The lithosphere

is the surface whose variations are most important to us because

if it did not exist we would all still be tish.) We commonly

regard the heights of the mountains as an excess, a surplus of

matter, and the depths of the oceans as a deficiency of matter.

But during the nineteenth century, as more and more measurements

were made of the direction of gravity by the combination of

triangulation and astronomical observations and of the intensity

of gravity by pendulum measurements, it was found that the

effect of mountains, such as the Himalayas, on the direction and

intensity of gravity was not as much as was calculated from the

size and shape of the mountains and the density of the rocks.

This phenomenon was first noticed by the French geodesist Pierre

Bouguer in the Andes in the eighteenth century. It has since

been found to be true over most of the world that, where there is

a large excess of matter at the Earth’s surface, such as a mountain

range, it appears to be compensated by a deficiency of mass some-
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where down deeper in the Earth: and that, conversely, where

there is a deficiency of mass, such as an ocean basis, it is com-

‘compensation’
‘

pensated by an excess within the Earth. This

appears to occur at depths of the order of a few tens of kilo-

meters. ‘he arrangement of the crust suggests roughly the situa-

tion of a floating iceberg: the iceberg has a mass deficiency of

the portion below the water surface which exactly compensates for

the mass of the small part which extends above it. This balancing

of excesses and deficiencies is known as isostasy, and is a funda-

mental characteristic of the Earth’s crust

Because of che existence of isostasy, it is therefore more meaning-

ful to select or define, as the external shape of the Earth, not the

surface of the rocks but something which is more expressive of the

distribution of matter o1 mass: in othe: words, a surface defined

by a gravitational pull. The sumplest surface defined by a gravita-

tional pull is called an “equipotential.’” An equipotential is a

sulface which is everywhere nomnal, or at right angles, to the

acceleration due to gravity Examples of equipotentials are the

surface of the water in a pond, in a bathtub, o: im an ocean.

Because the ocean falls into this category. the most obvious choice

of an equipotential would be the sea surface. The sea surface

goes up and down, owing to tides from the Sun and the Moon;

so we select the average, the mean sea level. Manifestly, gravity

does not stop at the border of the ocean but continues on land,

and hence we continue uiand this same mean-sea-level surface

at right angles to the gravity acceleration. When using the mean

sea level in this manner, it is normally referred to as the “geoid.”

As we extend the geoid through the continents, there is the

problem of some mass outside the geoid: the land above sea level.

This mass would affect the gravity acceleration, in turn affecting

the gcoid, Because we do not know the density of the rocks exactly,

we cannot determine the geoid exactly The refinement in de-

finition of the geoid entailed by this difficulty is a subject of

considerable debate amongst the more mathematically inclined

geodesists: however, the differences which could reasonably exist

are still a good deal smaller than the accuracy with which we can

deduce the geoid from existing measurements. The important fact

is that if we could extrapolate the relatively short distances from

the geoid to an equipotential which completely evelopes the

significant mass of the Earth, and then completely define the shape
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of this enveloping equipotential, we would thereby know com-

pletely and exactly the gravitational acceleration of the Earth at

every point outside the Earth throughout space.

Having refined the definition of shape, let us return to the

concept of isostasy. Isostasy, the balancing of excesses by defici-

encies and vice versa, is far from perfect; as a working tool,

It is significantly imperfect. It is obvious that over short distances

isostasy does not apply: a small hill a few kilometers in extent

is an excess which is smal] enough to be sustained by the crust.

But despite these localized variations isostasy generally prevails on a

regional scale, say, of several hundreds of kilometers. However, how

much it prevails on a long-range scale of thousands of kilometers—

the scale of ocean basins or major geological provinces of the

continents, etc—nas long been a matter of debate. This debate

is caused mainly by the insufficiency of the data, which gives rise to

a variety of plausible interpretations and hence to a very wide

range of opinion as to the size of the variations of the geoid on a

global scale. What was needed was some way to stand back from

the Earth and to take an overall look, some better way to deduce

these variations than from analysis of gravimetry measurements,

which included a very large clutter due to local variations, such

as the ups and downs due to hills and other small features.

The obvious device came along a few years ago in the form of

artificial satellites which travel around the Earth in orbits de-

termined by the Earth’s gravity field. ‘The orbits of the planets

and satellites were, of course, the principal data which stimulated

Newton to hypothesize Ins law of gravitational attraction. For

veodesy, satellites can be regarded as falling objects whose paths

of fall are used to measure the Earth’s gravity field. If there is an

object which is given a certain velocity in a horizontal direction,

we know that it takes time for the acceleration of gravity to give the

object a specified downward velocity. In that time it will have

gone forward to some extent. Now if the object has enough for-

ward velocity, then by the time it has, so to speak, “dropped,”

it will have gone “around the comer’ of the Earth, and this

velocity of dropping will be a horizontal one that wili cause it to

keep on going around. This “going around” can keep on going

forever, provided the object was given enough initial velocity.

If the Earth were a point mass or a perfect sphere, the path the

object would follow would be an exact ellipse, with the Earth at
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one focus. At the lowest point, called the perigee, we would have a

maximum velocity, which would be in excess of that required to

keep it at the same altitude, so it would rise. In rising, the satellite

would lose some of its velocity against the Earth’s pull until it

eventually reached apogee, the point of maximum altitude but

minimum velocity. The satellite would not have enough velocity to

Stay at apogee altitude, so it would fall, and in falling again in-

crease its velocity so that it would return to the same point of maxi-

mum velocity, the perigee. The process is a continual interchange

between stored potential energy and active kinetic energy, some-

what similar to that of the pendulum.

The thing which makes satellites interesting, however, is that the

Earth is not a point mass There is firstly the oblateness, the flatten-

ing due to the Earth’s rotation, whose effect is to exert a sideward

pull on the satellite. A sideward pull on an object in rotational

motion, such as a top, produces a precession, a gradual] motion

of the axis about which that rotation is taking place. Consequently,

the dominant difference of satellite orbits from the central field

ellipse is a precession of that ellipse on the order of a few degrees

per day due to the flattening of the Earth. However, there is

much more involved in the motion of a satellite close to Earth.

Satellites are observed to waver gradually back and forth around

this precessing ellipse. These wavers or wobbles amount to as

much as 5 kilometers. Observations of satellites by photographing

them against the stars with large cameras or by listening to the

Doppler signals from a radio beacon on the satellite are quite

accurate: they are sensitive to variations i the satellite positions

of the order of a few meters So we should expect that, if a

satellite ts close enough to the Earth, we could determine from

it variations in the Earth’s field which cause wobbles of a few

meters or more. Because we know from terrestrial gravimetry that

the variations are of the order of a few parts in a million, we

should expect in the course of a day that the satellite’s path would

vary by a few parts in a million from the distance which it travels

in a day (about 500,000 kilometers). Hence, we should expect it

to vary by several hundred meters a day.

Let us now take this satellite orbit and regard it as the sum

of two parts: first, a perfectly precessing ellipse plus, second, the

variations of the actual orbit around that ellipse—the wavers and

wobbles I mentioned. Next, if we take the perfectly precessing

ellipse and hypothetically unwrap it into a single line, each point
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on this line will correspond to a certain point in time, for the

satellite is always on a certain point on the precessing ellipse in

time. We can then superimpose on this time line the second part

of the orbit—the wobbles and wavers. Looking at the orbit in this

way, the wobbles and wavers constitute what is called a “time

series,’ similar to those used to characterize radio wave propaga-

tion, the tides, or the ups and downs of the stock market.

Like any time series, this series can be broken down into what

is called the spectrum: the irregular, or the more-or-less irregular,

time series can be considered as the sum of several simpler and

more regular curves which are sinusoidal curves, each with its

own fixed wavelength in time. More commonly used than wave-

length to define one of these curves is frequency, the inverse of

wavelength. In the case of a satellite orbit, the spectrum com-

prises frequencies of the order of some cycles per day (depend-

ing on the rotation of the Earth with respect to fixed space), or

even of the order of a few cycles per year (depending on the rate

of precession of the orbit due to the flattening of the Earth).

Corresponding to certain frequencies in the orbital variation in

time, there are certain variations of the gravitational field in space.

If we use several different satellite orbits and lots of observations

of them, we can distinguish these variations in the Earth's gravita-

tional field as different wave components. These waves are similar

mathematically to the waves of the time series in that the irregular

total can be regarded as the sum of several different regular com-

ponents of differing amplitude and wavelength.

However, the Earth’s gravity field 1s different in that it is

spatial rather than temporal: it is fixed in time but varies in space

over the Earth’s surface, moreover, instead of the field being along

One axis as is the case with time, it is a two-dimensional con-

tinuum, the Earth’s surface.

Now, from satellites and the observations of them over the last

few years, we have been able to establish, in effect, regular oscilla-

tions of the orbits with an amplitude of the order of about 5

meters and from these, in turn, to deduce several dozen of the

different terms in the two-dimensional spectrum of the Earth’s

gravity field. From such analyses, the picture we get is the shape

of the Earth which we previously defined as the geoid: the

mean sea level as continued through the continents. We can draw

a map of this geoid, much like the familiar map of the continents.

However, this map looks somewhat different from the continents,
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the rocky surface of the Earth. It has its ups and downs in quite

different places. The most marked ups and downs happen to be in

the eastern hemisphere. The dominant feature of the eastern

hemisphere is a hollow which is centered slightly southwest of the

southern tip of India. Referring the equipotential of the Earth to

the best-fitting ellipsoid of revolution, this Indian Ocean minimum

appears as a hollow about 90 ineters deep. This hollow extends up

northward across the Himalayas, resulting in the paradox that the

maximum excess in the topography just happens to be part of a

deficiency in the gravity field. Around this great Indian hollow in

the geoid, there are three maxima: one to the east, centered over

New Guinea, about 75 meters high, one to the southwest, below the

Cape of Good Hope, about 50 meters; and one to the northwest

in the North Atlantic just off Great Britain, about 60 meters.

There are smaller variations, of course, which cause oscillations

and slight saddles in the shape of the geoid around these four

dominant features of the eastern hemisphere.

In the western hemisphere the geoid variations are not so

pronounced. The dominant features are two hollows of about

minus 390 meters: one in the Atlantic off Florida and one in the

Pacific eff Lower Calhfornia. The saddle in between these hollows

is about minus 20 meters. Further south, there is a peak in the

Andes around Peru of about plus 40 meters. Finally, there is a

minimum down in Antarctica on the Pacific side of about minus 50

meters. The saddle between this Antarctic minimum and_ the

minimum is the Pacific off North Amrerica is about minus 10

meters. We thus have a fairly interesting-looking picture in which

the dominant features, spaced at distances of about 60 degrees of

arc, have no apparent relationship to the continents and oceans.

The scientific interest of this geoid picture is that the corres-

ponding variations in the gravitational attraction imply that there

must somewhere be variations in density within the Earth, which

in turn entail some type of stress difference. Density irregularities

cause variations in the attraction of the mass of the Earth for the

irregularities, in turn Causing variations in pull on the rocks which

tend to break the rocks in shear, A part of this shearing stress

could be relieved by a much deeper isostasy than that associated

with the regional variations of the gravity field which I previously

mentioned. There could exist a balancing of positive and negative

anomalies which would result in no stress below a depth of, say, a

few hundred kilometers, which would still account for the varia-
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tions shown at the surface. However, such an elaborate, deep-seated

isostasy would imply some rather complicated scheme of fractiona-

tion of materials in the Earth and convection, or movement of

matter with heat. On the other hand, if the irregularities are sup-

ported by shearing-stress differences, the strength of the materials

within the Earth require to support these stresses statically is dif-

ficult to reconcile with the strength of rocks under high pressures

and temperatures as observed in the laboratory.

The figure to which we referred our geoid was that of a best-

fitting ellipsoid of revolution---a mathematical fiction which 1s

convenient for calculation. If we were to select a geophysically

more meaningful reference figure, it would be the shape of a

rotating fluid, with the same mass, radius, moment of inertia, and

rate of rotation as that of the Earth. This shape differs from the

one that best fits the Earth in the mathematical sense by something

of the order of twice any other variation in the gravitational field.

In other words, if you use such a reference figure, our geoid map

would be mainly a north-south variation, and the dominant

feature would become the maximum over New Guinea rather than

the hollow in the Indian Ocean.

But the fact that the flattening of the Earth is associated with the

rotation of the earth suggests a special explanation. If we were to

turn the calculation around and take as fixed the observed flatten-

ing, and leave as an unknown the rate of rotation, we would get

a rate of rotation which was about three parts in a thousand

higher than the actual rotation. If we combine that with the rate

of decrease of the Earth’s rotation observed from the disparity

from the Newtonian theory of the motion of the Moon due to

tidal friction, we would conclude that the present shape of the

Earth is what it should have had about 15 million years ago. And

so, because this term is extra large, we perhaps are right in giving

it a special explanation: namely, that it is a measure of the

delay on the part of the Earth in compensating its shape for the

slowing down due to tidal friction with the Moon.

To explain the other variations we must look elsewhere, to

other geophysical information, and determine which of these appear

to have some relationship to gravity. Of the various other things

which are measured with regard to the Earth, the one which

seems to be most readily comparable is the measurement of the

flow of heat out of the Earth. This is a very small amount, about

1/25,000 of the heat we receive from the Sun, but is still quite
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perceptible. Its source is most likely to be the radioactive decay

of uranium, thorium, and potassium within the Earth.

Heat flow shows quite a definite negative correlation with the

geoid: there are maxima in the heat flow where there are minima

in the geoid, and vice versa. The simplest explanation is that

hotter rocks are of a lower density due to thermal expansion and,

conversely, colder rocks are contracted. Whether there is a

further correlation due to the conveying of heat to the surface

by convection currents is a question which is difficult to answer

because of the present inadequacy of our theory to cope with such

complicated systems of motion.

Another clue which bears on the possibility of convection currents

is—on a time scale of the order of a few thousand years—the

observed rate of uphft of areas in northern Europe and North

America, from which a load has been removed in recent geological

time by the melting of the icecaps. If we use these rates of uplift

to deduce the viscosity of the Earth (the rate at which it moves

in response to stress}, we find that the material in the Earth

would be moving at the rate of a few centimeters per year in

response to the irregularities in the density which correspond to

the gravity field. This rate is also that which is deduced for a

much longer time scale—of the order of many millions of years—

from the apparent variation in the direction of the north pole

for different continents as deduced from residual magnetism: the

magnetic orientation of iron-containing minerals in lava which

poured out onto the Earth’s surface and then cooled below the

maximum temperature at which iron can be magnetized. There

are various Other indicators of activity in the Earth, such as the

properties deduced from seismic waves from earthquakes. Most of

these indicators suggests that the upper mantle, the section of the

Earth which is 50 to 400 kilometers deep, is weaker and more

active than the lower part of the mantle. However, we still do

not know the sources of the broad-scale variations of the gravity

held: whether they are the result of slow convection in a weak

upper mantle or whether they are broad-scale variations which

have been frozen into the lower mantle since its creation early

in the Earth’s history some billions of years ago. But the current

rate of improvement in our knowledge of the gravity field and

other geophysical quantities is such that we can reasonably hope

to deduce a much more accurate model of the behavior of the

Earth’s interior, and hence its past history.
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T he

Moon

HAROLD C. UREY

Although the Moon has been an object of interest to men from

the earliest historical times, it is nonetheless surprising to realize

how much the ancient Greeks knew about it. Anaxagoras, who lived

from 500 to 428 B.c., understood what caused the eclipses of the

Sun and Moon and Aristotle, who lived from 384 to 322 B.c., recog-

nized that the Earth must be round because of the circular char-

acter of the eclipses of the Moon. He also realized that the same

face of the Moon was always turned toward the Earth. These

ancient observations were lost to men for approximately two

thousand years until Galileo in 1610 invented his small telescope

and recognized that the Moon had craters and mountains upon

it. Studies since that time have elucidated the structure of the

Moon as it can be seen in telescopes from the Earth.

At first it was thought that the great dark areas of the Moon

were seas and the bright areas were continents. Hence, the dark

areas were named “maria” (Latin for ‘“seas”). It was also

thought that the mountainous areas were mostly of a volcanic

origin, a view held until the latter part of the nineteenth century.

Since then we have realized that most of the features of the Moon

have been produced by collisions of objects with its surface, though

there are some features that must be regarded as volcanic in origin.

This perhaps was most clearly stated by G. K. Gilbert, an out-

standing American geologist, who studied the Moon during the
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1890's. That collisions must occur with the surface of the Moon is

now well established. We know that small objects such as meteorites

fall on the Earth and we also know that considerably larger objects

capable of producing large collisional craters have fallen on the

Earth: the record can be found and can be studied. Also, we know

that comets should collide occasionally with the Earth. Of course, if

these objects collide with the Earth, then they must also collide

with the Moon. It is very likely that all of the larger craters of

the Moon as well as most of the smaller ones are indeed due to

collisional effects of this kind either during the long time—ap-

proximately 4.5 billion years—that the Earth and solar system

have stood, or perhaps due to collisions during the early history

of the solar system, that is, during the time that the Earth was

accumulating out of objects of this kind and growing to its

present size.

The origin of the maria is not quite so certain. Some of these

great smooth planes are nearly circular in outline, and in these

cases we strongly suspect that collisions of larger objects with the

Moon produced these supercraters which then became filled with

smooth grey material of some kind. Whether the craters and

the maria are filled with lava, as many people think, is not so

certain as one might gather from popular discussions. It is sur-

prising that lava flows should have occurred so generally over the

surface of the Moon as to fill up all the regions within craters,

between craters, and so forth, with lava. Some of us feel that

these smooth areas are filled partly at least with fragmented

material of some kind or other. On the other hand, these smooth

areas of the maria may be filled with lava, that is, rocky material

that has been melted. Recently it has been pointed out that there

are certain smooth areas that are comparatively free of the many

small craters that are so characteristic of other areas, and this

indicates that some recent event has produced these smooth areas

in limited regions of the Moon, which argues for some sort of

lava flow. There are also marked differences in the color of the

smooth areas of the Moon which can be quite easily interpreted

as due to the flow of lava over some areas and not over others, or a

succession of lava flows with flows that have occurred at different

times having somewhat different colors, that 1s, some more gray

than others.

One should always keep in mind that small planetary objects
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such as the Moon should, in general, show less volcanic activity

than large objects such as the Earth, for we strongly suspect

that the origin of the melting is due to radioactive heating, and

the amount of radioactive heat produced in an object is propor-

tional to its volume, which is in turn proportional to the cube of

its radius. But the rate of loss of heat from the object will be

proportional to its surface, that 1s, to the square of its radius,

and hence one expects the larger object to be hotter and to

produce more extensive volcanic activity and lava flows. Of

course, it is not necessarily true that the history of the Moon is

similar to that of the Earth. Some other sources of energy (which

the proponents of extensive Java flows do not generally trouble to

explain) may have produced volcanic activity in excess of that

expected for a small object such as the Moon.

Then again the surface of the Moon may be covered with

dust, finely fragmented material, and things of this sort. Several

sources of material of this kind have been suggested. In the first

place, one must expect that the great collisions that have quite

certainly been part of lunar history should have produced great

clouds of finely fragmented material. Possibly these collisions

would also result in the presence of a temporary atmosphere which

would lead to a dispersal of dust over great areas of the Moon,

perhaps in a rather smooth blanket such as we see for great areas

of the Moon. But on the Earth too we have enormous ash

flows which are a part of the volcanic activity of the Earth,

and it has been suggested that some of the great smooth areas are,

indeed, the analogue of these dust flows on the Earth. Finally, it

has further been suggested that the great collisions may have

released large amounts of finely divided material which flowed out

of the crevasses produced by the collisions, that is, again a dust

flow but one due to quite a different physical source.

Quite regardless of what the origin of the materials of the sur-

face of the Moon may be—fragmented material, lava flows, and

so forth—it seems fairly certain that there is a layer on the

surface of the Moon consisting of dust due to the effects of col-

lisions with the surface: namely, meteorites large and small,

microscopic meteorites, the effect of high-energy particles from the

Sun, and cosinic rays—and aided by heating and cooling of the

surface by the Sun. All of these processes should have produced

some thickness of fragmented material regardless of what the

original material of the lunar surface was.
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A great question arises as to how thick the layers of dust of this

kind might be. The optical properties of the lunar surface are those

of what are called “fairy castle” structures—many finely divided

little particles forming a loose structure so that the light enter-

ing the openings will be reflected several times before it emerges

again. But it is difficult to say how thick this layer is. So far as

the light observation is concerned, it could be very thin, say, a

fraction of a centimeter in thickness. Some people have argued that

It is a completely b, bare surface. This I think cannot be true.

There must be at least a sufficient thickness of dust to account

for these optical properties. In discussing the Ranger and Sur-

veyor pictures below we will return to this point, but I would

anticipate that discussion by simply saying that it is my conclu-

sion that there is nothing in these pictures which definitely decides

this question of how thick the layer of fragmented material may

be. Some laboratory experiments certainly indicate “that there

is a considerable layer of fragmented material on the surface of the

Moon.

The question of the history of the Moon is a most intriguing

one which, of course, we cannot follow except in a deductive way

and oftentimes in a highly mathematical way in accordance with

physical laws. At present the Moon is receding from the Earth.

This has been definitely established by the dates and places where

eclipses of the Moon were recorded in ancient times. Because of

the high precision of astronomical observations and the exactness

of the laws of mechamces, it is possible to predict exactly when

and where on the surface of the Earth eclipses should have been

observed. We find that there are discrepancies in the historically

recorded eclipses, particularly with respect to their positions on

the Earth and, because the Earth rotates, the discrepancies mean

that the times of the eclipses were different from those calculated.

As a result of this we conclude that the Moon is moving away

from the Earth, and if we set up our mathematical formulas for this,

as has been done, we find that the Moon should have been near

the Earth some 1,500 or 2,000 milhon years ago, whereas our

dating of meteorites indicates that the origin of the solar system

occurred approximately 4,500 million years ago. One can only

wonder where the Moon was for this roughly 3,000 million years.

There appears to be no satisfactory place to have stored it. It

seems likely that the tidal effects have been different in the past

154



from what they are now and that the Moon did not recede from the

Earth as fast as it is receding now. Hence, probably, the Moon

originated at about the same time that the Earth did. Probably

the Sun, the Moon, the Earth, and all the planets originated

4,500 million years ago. ‘This date has been definitely determined

for the meteorites, and it is very probable that they acquired their

mineral structures during the time that the Earth and _ planets

were being formed.

Several ideas have been presented as to the origin of the Moon.

During the last century, Sir George Darwin studied the Earth-

Moon system with great care, and he proposed that the Moon

separated from the Earth due to tidal action. This idea of the

separation of the Earth and Moon is not generally accepted at the

present time but other suggestions have been made. It is supposed

that the high-density core of the Earth was distributed throughout

the Earth. Differences in the distribution of the iron of the

core result ina change in what is called the moment of inertia of

the Earth. The moment of inertia is secured by multiplying the

mass at each point in the Earth by the square of its distance from

the center and adding these quantities all together. If the Earth

has umform density throughout, this value should be 0.4 times

the mass multiphed by the square of the radius of the Earth,

Whereas this quantity for the Earth at the present time is only

0334 times the mass times the radius squared. Now, if this

moment of inertia is multyphed by the angular velocity, it should

give us angular momentum, which is a constant according to the

mechanical laws of Newton. Hence, uf the moment of inertia should

become smaller, the velocity of rotation must increase, and it has

been suggested that the formation of the Earth’s core increased

the velocity of rotation and some miaterial was lost from the

Earth which formed the Moon. Most competent students of this

subject believe this process is not possible and that the Moon

could not have orgimated in this way, but it is very difficult to get

general agreement on this subject. Perhaps the Moon separated

from the Earth. | personally doubt that this conclusion is correct.

The second suggestion is that the Moon accumulated out of

solid objects in the neighborhood of the Earth. If this is the case,

It Is necessary to account for the difference in composition of the

Barth and Moon. ‘The Earth must contain something like 30

percent by weight of the element iron in order to account for its



density, whereas the Moon contains 10 to 15 percent of iron on

the basis of its density. It is necessary in this case to account for

the difference in density of the two objects. Why did iron ac-

cumulate in the Earth to a larger extent than it did in the Moon?

No very satisfactory explanation has been given, and this does not

seem to be a very likely method for the origin of the Moon.

The third suggestion holds that the Moon was captured by

the Earth. It is very difficult to understand how the Moon could

have been captured by the Earth. The Moon would approach

the Earth in what we call a hyperbolic orbit, pass somewhere near

the Earth, lose a little energy due to tidal effects, and just barely

not escape, and it would then be moving in a very long elliptical

orbit. The question is: How did the orbit get rounded up into

a nearly circular one? One mht speculate that the Moon

collided with objects in the neighborhood of the Earth in order to

accomplish this, and possibly something was added to the outer

part of the Moon in this process. But of course in this case we

must expect that the outer part of the Moon would have a com-

position similar to that of the Earth. We must account for a

Moon being formed out of comparatively low-density material

and then acquiring a layer of some thickness on the outside of

high density material like that of the Earth. This leads to a

complicated model for the origin of the Moon, and we might say

that no method for the origin of the Moon is possible and the

Moon simply cannot exist—but there it is, just the same.

Possibly we will find out more about this when we get samples

back from the Moon. Possibly the material accumulated on the

surface and then sank to the interior, having a higher density.

But we must then also account for a Moon of low density

captured by an Earth of high density. It is very interesting that

the composition calculated for the Moon with respect to the rocky

materials and iron is more nearly like that reported for the Sun

with respect to the same elements rather than that for the Earth

or other terrestrial planets. It looks as though objects having nearly

the composition of the Sun may have been important in the early

history of the solar system. But it should be emphasized that none

of these conclusions is certain. Of course, if we were certain about

all of these things, there would be no particularly good reason

for investigating the Moon. I have a prejudice in regard to this

subject. T should like to have the Moon be interesting. I should
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like to have it tell us something about the early history of the

solar system and I rather think that it will.

The National Aeronautics and Space Administration has suc-

ceeded in sending several Ranger and Surveyor missions to the

Moon. These took pictures which were televised to the Earth.

The pictures give us much greater detail in regard to the surface

than any terrestrially based photographs. The three successful

Ranger missions landed in the Oceanus Procellarum, the Mare

Serenitatis, and the Alphonsus crater. All of these are in smooth

areas of the Moon rather than mountainous ones. One reason

for selecting these sites was that we would like to know where the

Apollo mission, which will carry men to the Moon, might land

and what the conditions would be. Also, the Alphonsus crater shows

halo craters in terrestrial photographs. (A halo crater is a small

crater surrounded with a small black patch. It is quite certainly of

plutonic origin and looks as though gaseous explosions from the

crater had thrown material above the crater and dropped it in a

little patch in the neighborhood )

The facts learned on these missions are not markedly different

from those deduced from the study of photographs of the Moon

taken with large telescopes. We still think that the big craters on

the Moon are due to primary collisions of objects with the surface

of the Moon. It seems doubtful that they are due to sinking of

great areas of the Moon into cavities below the surface. Also, there

are secondary craters produced by the fall of objects resulting from

the production of big craters. Thus we find secondary craters that

were produced by objects thiown from the crater Tycho or the

crater Copernicus in the Ranger 7 pictures. We find craters of

this kind in the Ranger 8 pictures as well. Possibly the new

feature shown by these pictures is that certain craters look very

much as though they are collapse features on the moon where

areas have sunk below the surface. These are not dissimilar to

collapse features seen in volcanic areas of the Earth, but mostly

those on the Moon are very considerably larger than those on the

Earth and hence probably have a different origin. Sometimes the

collapse features take the shape of small dimples of a rather

symmetrical kind, as though finely grained material sank through

little holes at the bottom somewhere and left a dimple on the

surface. Sometimes they look almost like a funnel with rather

straight funnel-shaped walls, and sometimes they are much more in-

definite than this, as though there was some irregular collapse be-
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low the surface. Certain of the larger craters as seen from land-

based photographs have rugged walls with collapse features on the

interior walls, having rather rugged irregular shapes oftentimes

with a central peak. But, also, certain of these craters are very

smooth with smooth walls. This indicates a different origin for

the two, and the smaller craters observed in the Ranger pictures

show both types of craters.

On the Earth we have been able to make experiments with

high-velocity objects falling mto material of different kinds. It is

found that in order to produce the smooth well-shaped craters

our projectiles should Jand in finely divided unconsolidated ma-

terial lke sand, whercas missiles landing in solid material having

considerable physical strength make irregular-shaped craters and

always throw out some objects of considerable size. It is also

found that ordinary explosives or atomic bomb explosives detonated

in matenal of physical strength throw out secondary objects of

sizes that are rather proportional to the size of the craters. These

experiments would seem to indicate that there is a layer of material

on the surface of the Moon that 1s probably some tens of meters

of thickness of rather poorly consolidated material underlain with

material of very considerable strength It would seem that. this

would account for what is observed, though it is difficult to scale

up small experiments and draw valid conclusions in regard to

much larger events such as are seen on the Moon. Collapse

features are observed in volcanic lava flows on Earth, but those

on the Moon ate very much larger and are probably of different

ongin.

The Ranger pictures have not really resolved the problem of the

fundamental materials of the lunar surface. They did not decide

whether it is highly fragmented material, dust, dust flows, or lava.

They did not show what the streneth of the material of the lunar

surface is, and they did not decide whether it is sufficiently strong

to support the weight of the Apollo vehicles. The Ranger pictures

have been very fascinating but they did not tell us much beyond

What we had deduced fiom terrestrially based pictures.

The Russians have recently sent two interesting vehicles to the

Moon: Luna IX and Luna X. Luna IX sent a capsule which

soft-landed on the Moon and took a limited number of pictures.

On its soft landing it did not sink very deeply. It scanned pictures

by a rotating device that attempted to take in the whole horizon.

It was tilted somewhat, so part of the horizon was missing; but
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after it scanned around and came back to its previous position,

it had shifted and tilted to a different angle. This would seem

to indicate an unstable position on the Moon, as though it had

landed on rather soft, unsubstantial material. It took pictures down

to small sizes, even millimeter-size objects, and showed rocks and

pebbles and craters on the lunar surface. In some cases it looked

as though material had been eroded away and left little pedestals

sticking up above the surface capped with some resistant material.

One wonders where the eroded material went to. Was it thrown

off into space, or did the finely divided material get packed down

into cracks and crevasses below the surface? The Soviet observers

think that the surface is fairly strong, but it is my opinion that

there is nothing in the pictures that is very reassuring. However,

at least a solid object landed on the lunar surface and did not

sink in too deeply

Luna SX orbited about the Moon and at the nearest point to the

Moon it was approximately 350 kilometers above the surface, and

at the farthest pomt about 1,000 kilometers from the surface. This

orbiting vehicle had a gamma-ray counter on it which was able

to record gamma rays of diflerent wavelengths, particularly those

of potassium, wramum, and thorium. Soviet observers maintain

that tis counter shows that the surface of the Moon is somewhat

like tenestrial basalts. Terrestrial basalts are those that are pro-

duced in lava flows on the surface of the Earth, and this would seem

to indicate that the surface of the Moon did originate from lava

flows. If this is true, both with respect to the maria and the moun-

tamous .wieas, the Moon's surface has been highly differentiated lke

that of the Earth: and of course, if this is true, ike that of the Earth,

the very carly history of the solar system is hidden from us by lava

flows ‘This will be most disappointing if it 1s the case, for we will

have lost the carly record of the lunar history as we have lost

the early record of the Earth's history. However, preliminary re-

ports indicate that the potassrum content is on the low side of

basalts and possibly extensive Java flows do not exist. Uranium

and thorium were not detected, and reports indicate that the maria

and the mountamous areas have the same composition. It 1s

difficult to imterpret these reports, and until the detailed studies

from the USSR. are published we will not be able to answer

these questions with Confidence.

On June 1, 1966, Surveyor 1 made a soft landing on the Moon

and sent bach, during the next two weeks, some thousands of
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pictures of the lunar surface. This was a remarkable engineering

accomplishment, which gave us our best detailed pictures of the

Moon. These showed that the Moon is covered with some sort of

rubble of rather low physical strength. This may consist of very

fine dust, a sandy type of material, or such material mixed with

larger rocks This is indicated by a well-formed crater of moderate

size, a few meters in diameter, with a sharp rim. The supporting

pads of this spacecraft sank slightly into the lunar surface, indicat-

ing rather low physical strength, and they threw up material which

is of darker hue than the undisturbed surface in the immediate

neighborhood. This was contrary to expectation, for we supposed

that the surface was blackened with respect to the material below

and not the reverse. This suggests that probably the material in the

neighborhood of the landing site of Surveyor 1, namely, the walled

plain near Flamsteed, may contain carbonaceous material similar

to that observed in the carbonaceous meteorites. Objects of most

curious shape are scattered about the surface, some of a rather

sharp angular character and some very rounded in appearance.

Suggestions in regard to the chemical composition and physical

strength of these vary widely, all the way from rather insubstantial

rocky material or pumice to iron-nickel. Of course, no one can

determine uniquely the chemical composition of strange objects and

strange surface material in a strange environment by looking at

pictures.

Possibly we must wait until the Apollo landings are made and

we have actual samples of the lunar surface before we are able

to unravel the Moon’s early history. It may be that, if the Moon

is highly differentiated, it will be necessary to go to Mars or

Venus in order to Jearn more about the early history of the solar

system. This, of course, will require many years and will not be

done quickly at all.

Men from the beginning of history have marveled at what the

Moon is and how it originated and how the solar system originated.

It is my expectation that our space exploration will do much to

explain what this past history has been, and I shall be fascinated

by the study. I believe that both scientists and laymen will be

much interested in the results. All of us wish we could know the

future. This is impossible, and the next most interesting time is

the past, both the history of men on Earth and the long and

fascinating history of the Earth, planets, the solar system, and the

Stars.
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The

Lunar

Surface

GERARD P. KUIPER

Study of the lunar surface dates back to the year 1610, when

Galileo turned his newly made telescope toward the Moon. With

a series of elegant and masterful arguinents, he swept away the

ancient misconceptions, demonstrating that the Moon possessed

a very rough and mountamous surface. He showed that the darker

lunar areas are comparatively smooth and frequently bordered

by lofty mountain ranges and that the brighter areas contain

numerous cucular depressions of all sizes, each bordered by a ring

of mountains.

Subsequent telescopic mvestigations were mainly concerned with

mapping the Moon and providing an acceptable system of nomen-

clature, although early im this period Hooke emphasized the

similarity between lunar craters and circular features left, first, by

bursting bubbles on the surface of boiling alabaster and, second,

by small, heavy objects being dropped into a pipe-clay mixture.

He favored the first explanation for the lunar craters, assuming

some type of volcanic exhalation to be analogous to the rising

and bursting of bubbles.

After a hundred years of httle progress in lunar studies, the

beginning of the nineteenth century saw a sudden resurgence of
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interest in the Moon, resulting in much more accurate and de-

tailed maps and many measurements of the heights, depths, and

positions of lunar features. In addition, the foundations for the

oft-mentioned volcanic-versus-impact theories for the formation of

the lunar craters were laid at this time.

The last decade has seen a tremendous increase in lunar in-

vestigation. This has been largely due to the advent of the space

age, the Moon being the nearest and most accessible space target.

Not only have Earth-based investigations been stepped up, but cir-

cumnavigation and hard and soft landings by unmanned space-

craft have now been successfully accomplished.

Despite these large gains in data acquisition, our understanding

of the Moon is far from complete. Nevertheless, each new finding

adds to the overall picture, and the result has been the increased

recognition that both volcanic processes and meteoritic impacts

have left their marks. Volcanism does not explain the telescopic

craters, as had been assumed, but has acted to fill the mare basins

and has left numerous smaller structures both on the maria and on

the terrae that are unmistakably of igneous origin. Meteoritic

impact appears to be the cause of the large circular mare basins

(which filled with lavas later), their associated mountain chains,

the great majority, if not all, of the telescopic craters, and the

sharply defined small craters.

The bright surroundings of the maria—the terrae—are found to

be higher than the maria, some 1-3 kilometers above them. The

terra elevations scatter widely, reaching several kilometers in the

mountain ranges. The most prominent of these ranges occur as

peripheral mountain chains around the near-circular maria. Ex-

amples are the Apennines, the Alps, the Carpathians, and the Altai

Scarp. These arcuate chains surround the maria as the crater

walls surround crater floors, an analogy that can be carried further

and implies, apart from scale, a similar origin. This origin is

probably impact by massive objects. In the case of the impact

maria and pre-mare craters, the source of the objects may have

been a satellite ring around the Earth through which the Moon

swept very early in its history, in its outward journey from its

position of origin very near the Earth. The post-mare craters,

on the other hand, are presumably mostly asteroidal in origin,

as is the case for the craters observed by Mariner IV on Mars.

The relative crater numbers, Moon versus Mars, agree with this

explanation. The crater density on Mars is about fifteen times
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that on the lunar maria, resulting from the closeness of Mars

to the asteroid ring.

While the circular symmetry and the arcuate walls surround-

ing the maria betray their origin as due to gigantic impacts, the

subsequent flooding of the impact basins calls for a separate ex-

planation. The presence of smaller impact craters on the inner

slopes of the bowl-like basins—craters that were later damaged

by invading lavas—shows that the filling of the basins was not

immediate but often after a considerable lapse of time, in some

cases perhaps as long as a million years. The lavas are therefore

assumed to have been generated internally, by radioactivity, the

same heat source that was responsible for the melting of the

asteroids, the parent bodies of the meteorites. That lava streams

indeed covered the maria is seen from the numerous prominent

flows observed on Mare Imbrium and Mare Serenitatis.

These lunar lava flows are very extensive. Several are from 50

to 100 kilometers long; one flow on Mare Imbrium approaches 200

kilometers. They are bounded by fairly steep flow fronts that

stand out when observed with low sun angles, either as shadow

bands or brightly illuminated strips. The thickness of these large

flows varies from about 50 meters to well over 100 meters. They

each have a characteristic color, neighboring flows often having

different colors. Recently, at the Catalina Observatory, it was

found that the flows near the center of Mare Imbrium originate

from a row of small volcanoes situated along the main ridge cross-

ing the mare. Apparently the mare ridges, related to the geometry

of the mare basins either as radial or concentric structures, were

the sources of the last phases of lava deposition. The volumes of

these last deposits are enormous.

Lavas deposited in a vacuum and at the low surface gravity of

the Moon will be highly vesicular, with a bulk density of 0.1-0.3

gram per cubic centimeter at the surface and slowly increasing

inward as the hydrostatic pressure increases. Meteoritic particles

of one gram or less impacting on such cellular material will bury

themselves, but large masses penetrating into the deeper solid rock

will produce open craters. Fragments ejected from large impact

craters will bury themselves upon striking the Moon if they are small

and arrive from great distances; large ejecta will produce secondary

craters. The blankets of ejecta around major impact craters will

therefore not extend indefinitely, thinning out with distance, but
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will have reasonably well-defined outer boundaries at which the

surface density of the blanket can no longer be ‘“‘absorbed” by the

highly porous surface lavas. The expected result—the ejecta blankets

around major impact craters having rather well-defined outer

boundaries—has been confirmed by observation.

In our laboratories it is possible to measure, weigh, and chemi-

cally analyze substances and to determine their bearing strength,

crystal structure, heat conductivity, and numerous other physical

properties. By contrast, nearly all our information about the Moon

is based on photographic images, taken from the Earth by means of

powerful telescopes. from spacecraft in flight, or by soft-landers

that took pictures of the surroundings afterward. If the Moon were

a world totally unrelated to the Earth, the pictures obtained might

be very puzzling. The fact is that its surface features very closely

resemble the mountains, craters, lava flows, and numerous sub-

structures seen on Earth. There are some differences, but this

should cause no surprise. The Earth, unlike the Moon, has a

substantial atmosphere and one which contains water vapor and

rain; wind and water are powerful agents modifying the terrestrial

landscape by erosion. But other causes of erosion are common

to both planets: impacts by large and smaller meteorites, volcanism,

and various processes of mountain formation. It is therefore nec-

essary to compare the lunar photographs with terrestrial surface

structures that have not yet been subjected to erosional forces

that must be absent on the Moon. This means that very recent

volcanoes, very recent lava flows, and very recent meteorite

craters on the Earth will contain clues important to the understand-

ing of similar structures on the lunar surface. The problems of

interpreting the lunar photographs are therefore problems of “photo

interpretation,” with suitable photographs of recent geological struc-

tures being of paramount importance.

There is another point to be noted. Because the overwhelming

majority of telescopic craters are almost certainly due to impacts,

the areas on the Moon showing the densest crater cover must be

the oldest and the areas showing the lightest cover, the youngest.

Now the dark areas, or maria, systematically show a very much

lower crater density than the lighter-calored highlands or terrae.

It follows that the maria are younger than the terrae. The role

of the lunar scientist resembles the role of an archeologist who

studies a very ancient site of human habitation. He peels off each
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cultural layer in turn and so attempts to reconstruct the human

activity of each era. The student of the Moon must do likewise.

He starts mapping and interpreting the maria and then proceeds

to older and older structures on the terrae. The numerous smaller

impacts that have occurred everywhere supply, at least quantita-

tively, a tirme sequence. The calibration of this time sequence in

terms of years or of terrestrial events must be done in the wider

context of planetary and asteroidal studies.

Returning now to the nature of the mare surface: I have already

noted one important difference between Earth and Moon. Lunar

lavas will be extremely porous at the surface, like rock froth.

Other differences will be caused by greatly reduced surface gravity

on the Moon, only one sixth of that on the Earth. This will

mean that cjecta from impact craters can be thrown to greater

distances. Also, because of the absence of a lunar atmosphere,

small particles will stay with the large particles in their trajectories

and not be slowed down diffgrentially. Finally, lateral drifts caused

by terrestrial winds carrying small ejected particles, such as are

observed around Meteor Crater in Arizona (where a southwest

wind caused an accumulation northeast of the crater), will be

absent on the Moon.

The three successful Ranger flights extended the optical resolving

power with which sample areas of the Moon can be studied about

a thousand fold, from about 0.5 kilometer for the best telescopic

photographs to about 0.5 meter for the last of each of the three

Ranger missions. Thus, they have closed the worst information gap

about the lunar surface topography. In 1966 the successful Luna

IX and Surveyor | missions extended the optical resolution to

about one millimeter.

The bewildering amount of surface detail shown in the lunar

photography—Earth-based, Ranger-based, and from the surface

landers—miakes it necessary to look first to those features that have

a diagnostic sigmificance. A lava flow is such a structure. Its

length, width, thickness, mean slope, and surface texture are all

diagnostic of a particular type of volcanic process. A well-defined

meteorite Crater, not marred by subsequent events, is another struc-

ture of known and distinct origin. A graben, being a narrow strip of

terrain bounded by two verttcal walls along which the strip appears

to have sunken by 50, 100, or perhaps 200 meters, is another type

of structure of unmistakable identity. The process of lunar ex-
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ploration therefore proceeds by identifying all structures whose

origins are basically clear from terrestrial analogues. This process,

followed through systematically, appears to account for nearly all

structural elements observed on the maria. The highlands, how-

ever, with their longer and very complicated history, which appears

to have involved local subsurface melting and partial subsidence,

still presents many open questions. In the following paragraphs I

shall enumerate those structural elements of the maria whose origins

and modes of formation appear reasonably clear.

First, the ray craters and the associated crater rays. The Ranger

VII records are especially useful here because they cover an area

traversed by two systems of crater rays, one belonging with the

crater Tycho and the other with Copernicus. Earth-based photog-

raphy had already disclosed that major crater rays tend to be

broken up into ray elements, each often a dozen kilometers or so

in length, which together produce the ray pattern. The Ranger

records disclosed that at the head of these ray elements there

normally exists a single white crater or, more frequently, a small

cluster of white craters, from which the ray element issues in a

direction away from the central crater, be it Tycho or Copernicus.

Analyzing the possible explanations for these phenomena, I be-

lieve that Tycho and Copernicus both resulted from cometary

impacts, with the ray elements caused by the impacts of cometary

debris. This debris produced the small white craters or clusters

of craters, and the main blast from the central explosion caused

by impact of the comet nucleus drove away the ejecta from the

associated impacts in directions radiating away from the central

explosion.

Ranger VIII covered an area near the southern shore of Mare

Tranquillitatis. This mare is traversed by weak rays issuing from the

giant crater Theophilus. Analysis of the Theophilus rays on Mare

Tranquillitatis has shown that they differ from the more prominent

ray systems of Tycho and Copernicus. Ray elements are not well

developed and do not have white craters at the head. Instead, the

rays, apart from giving slight loca] increases of reflectivity, do not

appear to disturb the lunar surface in the least. Thus I believe

that Theophilus was not due to a cometary impact that was

accompanied by a large cloud of secondaries, but to a single body,

either asteroidal or cometary, that merely sprayed a thin cover

of light material in a ray-like pattern over its surroundings from

the central explosion.
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An examination of the properties of the comet family in the

solar system has disclosed that the probability of impacts by periodic

comets is small compared to the probability of impacts by new,

parabolic comets penetrating the interior of the planetary system

for the first time. Because these parabolic comets are likely to have

high relative velocities with respect to the Moon (around 50 kilo-

meters a second), the impacts, per unit mass, will be violent.

The average mass of a typical parabolic comet has been estimated

to be 1018 grams.

The Ranger VIT photographs also disclosed the presence of white

mountains on the Moon, composed of sharp-crested, near-linear

ridges, usually oriented along the structural pattern of the mare

(defined by the much lower wrinkle ridges) and on whose crests

are seen several small white craters. It is assumed that these white

mountains are volcanic in nature and that during the final stages

of formation they were covered with sublimate. Such sublimates

also form on terrestrial volcanic ridges where they are normally

destroyed promptly by solution in rain water. An example of a

white mountain on the Earth is Laimana Crater, Hawaii. Here

sublimates consist of sulfates, sulfides, chlorides, carbonates, and

oxides, among others. On the Moon there will be no losses by

solution in rain water but the lunar vacuum will reduce the deposit

by evaporation so that only substances with very low vapor pres-

sures at the maximum temperature (100 degrees Celsius) will

survive.

I have already remarked that the mare ridges (o1 wrinkle ridges)

are structually related to the geometry of the mare basins in which

they occur. On the Ranger VII records, one impact crater may

be observed with fair resolution formed squarely on one of the

ridges in Mare Cognitum. From these records we have concluded

that the ridges are due to dikes extruded into fissures caused by

both global and mare-wide tensional forces, with these dikes

branching and also spreading locally as sills or laccoliths, thus

causing en echelon, or braided ridge, structures and also giving the

ridges locally considerable width. These broad expanses do not

appear to contain depressions or dimple craters, consistent with

the explanation of these features as due to collapse.

Collapse depressions in terrestrial lava fields result from the

withdrawal of subsurface lavas under a solidified crust during the

last phases of lava deposition. The actual presence of subsurface

caves or tunnels in the lunar maria is indicated by the central sinks



or caves seen in some dimple craters. The interest in lunar caves

may develop in preparation for manned landings, providing natural

shelters against solar plasma ejected from active solar regions. The

coverage of maria and lava lakes with collapse depressions, while

common, is not universal as shown by their absence on the strip of

Mare Nubium observed by Ranger IX.

Collapse depressions on the Earth are most numerous near flow

fronts where breaks in the walls can occur through which the

remaining fluid lavas drain and form secondary flow units. No

clear flow fronts are observed on many of the Ranger pictures.

Some of the lunar collapse depressions may therefore be caused

by the release of water vapor and other gases rather than by the

drainage of subsurface lavas.

The bearing strength of the mare surface is of obvious signi-

ficance to the landing of manned spacecraft. Terrestrial laboratory

samples of rock froth produced in a vacuum have a bearing strength

roughly 3 kilograms per square centimeter (3 tons per square

foot). Natural samples of rock froth (reticulite), solidified in free

fall from liquid basaltic lava ejected by the Hawatian crater

Laimana in 1960, have an almost identical limiting bearing

strength. In the evaluation of the Ranger Ds records some fifty

rocks were found near a primary impact crater from which they

were apparently ejected. The crater is 50 meters in diameter; the

rocks are seen up to distances of 120 meters. They average about

1 meter in diameter and are mostly buried in the lunar surface

layers, projecting only some 20 centimeters above the surface (as

determined from shadow measurements). From these data the

limiting bearing strength for the upper 50 centimeters of the floor

of Alphonsus is found to be about 1-2 kilograms per square centi-

meter. This recurrent figure is about a thousand times smaller than

the limiting bearing strength of solid basalt. It resembles the

bearing strength of wet beach sand. It is adequate for landing

operations.

The successful landings of Luna TX and Surveyor 1 have con-

firmed the suitability of the lunar mare surface for landing opera-

tions. In the case of Surveyor 1, a special effort has been made

to measure the bearing strength with precision. It was found to be

between 0.4 and 0.7 kilogram per square centimeter, averaged

for the upper 30 centimeters, somewhat smaller than but of the

same order of magnitude as the figure found for the Alphonsus

floor for the upper 50 centimeters.
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I would, in concluding this section, summarize the Moon’s sur-

face features in the following way. The surface structures are all

unmistakably indicators of the lunar marta as igneous deposits.

The similarities of the frequencies of collapse depressions and

dimple craters in the three Ranger impact areas has come as

a surprise. It should not be inferred, however, that this nec-

essarily implies that every mare region has nearly identical prop-

erties. In fact, a portion of Mare Nubium that has been well

observed by Ranger IX does not possess collapse depressions

though numerous lava lakes in a widely scattered area near the

center of the lunar disk all possess such depressions. The presence

of dark-halo craters in certain districts of several maria and their

identification as explosive maars also indicates a non-uniformity of

surface properties even within the maria. Such differences should

cause no surprise if compared with the very rich variety of volcanic

phenomena on terrestrial lava fields. The conclusion is obvious:

a much more extensive study of lunar surface detail will be re-

quied before the limar maria can be considered reasonably

known.

Now f[ should lke to turn to the results of the two successful

soft landings on the Moon accomplished by Luna LX in February,

1966, and by Surveyor | in June, 1966. Luna EX landed on the

edge of Oceanus Procellarum, among the small hills southeast of

Cavelerius F. Three complete 360-degree horizontal scans were

obtained, with the Sun 7, 14, and 27 degrees above the horizon,

and part of a fourth view with 41-degree sun elevation. The

cainera opening Was approximately 60 centimeters above the lunar

surface with the axis tilted about 20 degrees with respect to the

vertical. As a result, an are of the Junar surface somewhat in

excess of 180 degrees was observed.

The resolution in the foreground of the Luna TIX panoramas is

extraordinarily good, roughly 2 millimeters. The texture of the

lunar surface is remarkably homogeneous and everywhere that of

nearly level but highly vesicular lava, with bubble sizes below about

1 centimeter. A number of small craters and depressions occur

in the panoramic view. The craters that appear to be caused by

impacts have rough floors of the same texture as the surrounding

lava surface and are reminiscent of artificial terrestrial craters in

basalt. The depressions are dimple-shaped. A number of profiles

have been measured by Russian scientists. Several sharp riblike

ridges are seen which almost certainly were formed by magmatic
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intrusions into cracks during the last phases of the mare deposition.

Surveyor | landed within the roughly circular ghost crater on

whose southern edge is found the crater Flamsteed. The Surveyor 1

field differs appreciably in appearance from that of Luna IX.

While numerous delicate lineaments are visible, signifying the

presence of partly visible igneous deposits, there is an overlying

blanket of different material, locally perhaps 30 to 60 centimeters

thick in which are embedded an appreciable number of rocks. A

close view of one of these rocks, some 50 centimeters long, with

a resolution approaching | millimeter, indicates that it 1s not a

fragment but may be a volcanic bomb. Another part of the horizon

is covered with numerous angular blocks, apparently fragments.

It appears that Surveyor 1 landed just outside the west outer slope

of an impact crater provisionally identified as a small white spot

on Earth-based full-moon photographs. The crater itself may be

around 100 meters in diameter. The fine material in which the

rocks east of the spacecraft are seen embedded must, in part, be

debris from this crater but, because of the rather uniformly fine

texture near the spacecraft, an admixture of volcanic ash may be

present as well. The apparent infrequency of collapse depressions

(the absence is a property of volcanic ash fields) in the immediate

vicinity of the spacecraft would support the ash hypothesis.

The limiting bearing strength of the lunar surface, as determined

from the comparatively shallow imprints of the supporting pads

of the spacecraft into the Moon, is slightly smaller but of the same

order of magnitude as that found from the Ranger IX data. In

other words, the general predictions on the absence of loose dust

and on the bearing strength of the lunar surface made by the

writer have been confirmed by the soft landings.

With inclusion of the three Ranger impact areas, five mare-type

regions of the Moon are now known with resolutions below 1

meter. All five regions give evidence of an igneous layer either at

the visible surface or else just below it with a blanket whose thick-

ness may vary from a few inches to perhaps a meter. From the

limited data at hand, it is not possible to say what fraction of the

irregular, thin blanket is due to displaced material from primary

impact craters and what fraction due to volcanic ash deposited

during the terminal phase of mare formation. From the integrated

volume of the primary craters, the average crater debris deposit

is found to be well below | meter, with most of it expected to be
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concentrated within one or two crater radii from the crater them-

selves and part of the remainder buried below the visible lunar

surface. A much larger sample of the lunar surface will have to

be known with 1l-meter resolution or better before the relative

importance of ash deposits and crater debris can be ascertained,

and before the surface distribution of collapse depressions is

known.

From a scientific point of view, therefore, the acquisition of

greatly expanded coverage of the lunar surface with resolutions

of about | meter appears to be a first prerequisite. Such a survey

was the objective of the Orbiter program. It was designed to give

a broad representative coverage of the equatorial band of the

visible hemisphere It cuts across maria and terrae, contains the

Ranger VIII and IX impact areas, and will strengthen the

empirical basis from which to interpret the history of the lunar

surface. Perhaps next in priority is a much more detailed knowl-

edge of the reverse side of the Moon. The Luna III coverage

was made under full-moon illumination, so that no relief could be

observed, while the resolution was limited to about 10 kilometers.

While the results of Luna III were most impressive at the time

(1959), they do not fully solve the important problem of the dis-

tribution of the maria on the reveise side. The Zond III results

are much more detailed but relate only to a limited sector. They

suffice to show, however, by the extraordinary arrangement of

crater chains observed, that coverage of the entire lunar surface

with at least | kilometer resolution is essential.

A detailed physical exploration of the lunar surface will have to

await manned landings and the installation of delicate recording

and measuring equipment on the lunar surface. Such data will

be needed in answering the broader questions of lunar constitution,

history, and relationship to the Earth.
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Mars

DONALD U. WISE

The study of planetology is nearly as old as science itself in that

much of man’s early scientific efforts involved attempts to under-

stand his own planet. We have come a long way in the study of

planet Earth, of the forces that shape it and of the ways in which

we can control and use them. One obvious way to increase this

understanding is through comparative planetology, the comparison

of details in the development and history of the Earth with those

of other planets.

The groundwork of comparative planetology was laid by patient

observations of astronomers over many centuries. In the last few

years the field has entered a new phase, that of physical astronomy.

Spacecraft are at hand to catry instruments, and ultimately men,

to the Moon and planets to begin physical exploration rather than

merely to look at them from a great distance. As one of the first

steps in this exploration, the historic space probe Mariner IV

was Jaunched to pass within 7,000 miles of the planet Mars in

July, 1965. To make the rendezvous the craft had to travel a

quarter of a billion miles during the previous seven months. Dur-

ing its half-hour encounter, Mariner IV took photographs and

made a variety of measurements which significantly affected our

knowledge of Mars.

Mars like Earth is one of the four, small, dense, terrestrial

planets nestled in close to the Sun, Earth being number three

in the sequence and Mars being number four. For Mars the day

is twenty-five hours long, and its year is about twice the length

of ours. Its axis is tilted about as our own, giving it alternating
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summer and winter seasons. In the winter hemisphere thin polar

caps of ice or possibly of solid carbon dioxide spread out more than

half way toward the equator, only to retreat and virtually dis-

appear in the following summer. Several types of clouds are visible

periodically on Mars, including great yellowish dust clouds blowing

rapidly across the surface, sometimes completely obscuring the

surface.

Permanent dark areas and lines break the generally orangeish

surface of the planet into many smaller sub-areas. In the Martian

springtime these darker areas turn progressively green-gray and

spread outward from ihe polar regions toward the equator. With

summer and autumn they turn brownish and have lower contrast

with the orange areas. ‘This pattern of color change, suggestive

of the behavior of vegetation, is a major reason for speculation

that some form of life might exist on Mars.

Many significant differences exist between Mars and the Earth,

one of the most far reaching being the absence of oceans. Water is

scarce on Mars at best, and it is doubtful that any water occurs

in hquid form. The atmospheric pressure is so low that only ice

and vapor are stable. A second great difference, revealed by

Mariner IV, is that Mars has a comparatively dead interior more

like that of the Moon than the Earth. Thus, the understanding of

Mars involves working out a model of planetary surface less

actively churned from the interior than the Earth’s surface and

having no oceans or running water to sculpture it, redistribute ma-

terial, or make chemical separations.

The Mariner IV photographs of the Martian surface showed

no linear mountain systems as we know them on Earth, but rather

a pock-marked and cratered surface with craters up to 185 kilo-

meters in diameter. Some of these could have been formed by

volcanic processes, but large numbers must have been formed by

meteorite impacts The position of Mars next to the asteroid belt,

the source of most of the meteorites, must produce a greater number

of umpacts per unit area per unit time than on the Moon or

Earth. Martian craters have central peaks in the same proportion

as do lunar craters of apparent impact origin. The dominance of

these externally produced features, produced slowly over geologic

time, places limits on the relative rates of erosion and change on

the Martian surface. They stand in sharp contrast to the Earth,

where the continuous plowing of the surface by mountain-building
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and erosion has destroyed or camouflaged all but the most recent

craters.

The Martian craters show some changes from the young lunar

impact craters in the smoothing of rough topography and a filling

in of the floors. The most likely agent for these changes is the

wind operating in the thin Martian atmosphere to erode and

redistribute material. The periodic dust clouds moving over the

surface indicate the presence of the process, but the continued

existence of the craters reveals that it is comparatively ineffective.

Redistribution of surface material by wind action on Mars must

be related to the circulation pattern of its atmosphere, a pattern

which could be reflected in the orientation of sand-dune complexes

provided that we could see them. In future higher-resolution

photographs it will be desirable to check for the existence of dune

complexes, with their clues to the directions of atmospheric and

sediment movement. It would be a mistake, however, to think of

dunes as the only or indeed the most likely form of wind-blown

deposit. If sand continues to be agitated by the wind, smaller

and smaller particles are produced. On Earth these particles are

either blown away to settle elsewhere as thick, wind-blown dust

deposits called “loess” o1 aie incorporated into water-laid sedi-

ments. On Mars, with its slow rate of erosion, almost all the

particles could be reduced to dust, producing great loess plains as a

major surface feature.

The final collecting place for the wind-blown dust, if such a

place exists on Mars, would be the regions toward which surface

winds blow most strongly and frequently. Because the equatorial

regions of a planet are more strongly heated by the Sun than the

polar regions, these warmer areas ate more likely to be char-

acterized by rising air, and the polar regions by sinking air, Thus,

surface winds would have a tendency to move material out of the

higher latitudes. Collection of wind-blown sediments in equatorial

regions has been one of many suggestions for the cause of a

darker zone near the equator of Mars Since this darker zone is

offset somewhat toward the southern hemisphere, unequal wind

patterns in the two hemispheres would be necessary to produce it.

The highly elliptical orbit of Mars makes the temperatures and

lengths of seasons quite unequal in the two hemispheres, permitting

this kind of interpretation although the validity of the hypothesis is

stl questionable at best.
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If there are locations for selective deposition on Mars, there

must also be regions of selective removal of material. On the basis

of our previous arguments about planetary surface winds, these

places should be the middle and higher latitudes. Erosional re-

gions, marked by selective removal of softer or weaker materials,

would leave more resistant fragments sitting on protected pedestals

of the softer materials. The most likely caps of these pedestals are

meteorites, volcanic materials, or clumps of material thrown out

by meteorite cratering. This contrast in small-scale landforms be-

tween relatively featureless plains versus pedestal areas may be an

excellent clue to the local wind behavior. In general we would

expect the smooth plains to be more common in the low latitudes

and the pedestals to occur in the middle latitudes.

The pattern of erosion and deposition on Mars would not be

limited in elevation in the same way as on Earth. On our planet,

wind erosion can go no deeper than sea level except in a few

desert basins, which are maintained below sea level by excessive

evaporation. On Mars this limiting, sea-level base of erosion could

not exist. Instead, erosion would cut deeper and deeper until the

depression was sheltered from the wind and erosion would cease.

Alternatively, the planet could become so misshapen that plastic

flow of its interior or volcanic activity would begin to restore it

to its proper ellipsoidal shape.

Our best measurements of the shape of Mars suggest that it

bulges around the equator approximately twice as much as ex-

pected for a planet of that size and rotation rate. Some redis-

tribution of material toward the equator by past wind action

could be a contributing factor to this bulge. However, the

measurements of flattening are so difficult and open to question

that at present it would be well to withhold judgment on this.

As actively operating surface processes on Mars would have

destroyed most of the craters, so would an actively moving interior.

These internal movements, driven largely by internal heat of the

planet, would have wrinkled its surface into linear mountain

systems, would have slipped one portion of the crust past another

to produce major offsets of craters, or would have built vast vol-

canic fields and cones. The seeming lack of these features on the

Mariner photographs does not say that internal processes are in-

operative on Mars—only that they are not the dominant processes.

When meteorite-produced craters can be separated from volcanic
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ones, the exact level of internal activity can be assessed more

clearly, The landing of a recording seismograph on some future

mission will provide some of the best answers to this question.

Supporting evidence for a relatively dead interior of Mars was

derived from the magnetometers carried aboard Mariner IV. The

magnetometers never recorded any change from the interplanetary

magnetic background even in passing close to the planet. This

places an upper limit on the strength of any magnetic field of Mars

as being about one thousandth of that of the Earth. Because one

of the requirements for a magnetic field seems to be internal mo-

tion of an electrically conducting core, this lack of a magnetic field

also implhes a relatively quiescent interior for Mars.

The fact that the interior of Mars is comparatively dead in con-

trast to that of Earth does not imply a complete lack of thermal

energy there. The thermal energy of a planetary interior comes

largely from the decay of radioactive materials. Thus, the heat

produced by a planetary body depends on its volume while the

heat flow through its surface depends on its surface area. It fol-

lows that the heat passing out through an area, say a square meter

of surface, varies as the radius of the planet. Accordingly, if radio-

active concentrations were the same and thermal equilibrium was

obtained, Mars should have twice the rate of heat flow as the

Moon and half the heat flow of the Earth. Evidence on the

Moon of the escape of internal energy is abundant in the form of

lines of volcanic craters along fracture zones and by the apparent

lava fields. If Mars has radioactive concentration similar to the

Earth or the Moon, it would be surprising if we did not find

features revealing the escape of this internal energy, developed at

least as extensively as on the Moon but not nearly so prominently

as on the Earth.

Size alone is an additional facto: which might make Mars seem

comparatively inactive in contrast to the larger Earth. The greater

the distance that heat must move by conduction from the interior

to the surface of a planet, the more difficult conduction becomes.

Instead, the heat will be transferred by actual movement or flow
of the material circulating between different levels of the interior.
Even in the extreme case—i.e., that Mars had just as much heat
flowing through a unit of surface area as Earth—the smaller Mars
might be able to dissipate the heat by conduction rather than by
an actual churning of its interior. Thus, it would appear to have
a less active interior than the Earth.
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Using this frame of reference of Mars as a body of thermal

activity intermediate in intensity between that of the Moon and

Earth, a consistent explanation can be developed for the systems of

fine lines, sometimes called canals, which crisscross the Martian

surface. The lines would be deep-seated fractures of the planet’s

crust, still active but possibly formed a very long time ago. Once

formed they could continue in existence almost indefinitely in the

absence of any churning or disruption of the deeper parts of the

planet beneath them. They would become permanent channelways

for the escape of volcanic gases, lava, water, and of heat from the

interior. The escaping materials would darken the surface along

the line, probably pitting it with small vents, but not necessarily

building any great volcanoes along it. If larger volcanic features

exist, they are more likely to form in the larger channelways pro-

vided by the intersection of these fractures. If vegetation is present,

it would be most likely to develop more densely along the zone as a

result of the more abundant water and of the more intense shat-

tering to provide better or deeper soil for rooting. The result

would be further darkening and enhancement of the visibility of

the zone.

Lines of small volcanic vents are abundant on the Moon, but

are much less prominent in their development. If Mars with its

greater size has a correspondingly greater heat loss per unit area,

similar lines of craters would be expected to be more strongly de-

veloped in order to pass off the extra heat, and they would cor-

respondingly stand out more clearly. In this model, the Earth

would show extreme development of lines of vents were it not for

its shifting interior, which causes the deep-seated sources to aban-

don the fracture lines, and these lines are then slowly destroyed

by erosion or mountain-building.

The Mariner IV photographs were incapable of resolving small-

scale thermal features, but we will certainly want to examine

future photographs for them. It would also be well to recall that

we were a long time in recognizing these features on the Moon.

Future Mars missions will certainly run infrared thermal scans to

determine whether these lines show up as very hot zones. Far in

the future, after landings become possible, we will want to make

direct measurement of the rate at which heat is flowing through

the Martian surface. This, along with seismic measurements, is the

key to understanding the internal energy balance of the planet, to

182



learning just how inactive it actually 1s, to comparing its radio-

active content with that of the Earth and the Moon, and thus to

finding out whether they came out of similar or different chemical

crucibles in the origin of the solar system. For the present, how-

ever, we must be content with the search for areas of thermal escape

from the Martian interior.

The absence of oceans on Mars has a much more profound

effect on the nature of the planet than merely making wind the

dominant surface agent. On Earth the oceans have provided the

site for major chemical differentiation of portions of the crust.

Consider that areas of beach sands are nothing but pure silicon

dioxide. In contrast, limestone areas and dolomites are nothing

but magnesium and calcium carbonates. The list is long, but for

the most part these sedimentary rocks represent highly selective

concentration by ocean waters of certain materials originally de-

rived from volcanic rocks and from the atmosphere. In that these

marine sediments are reworked into granite-cored mountain ranges

which become part of the great granite rafts which we call con-

tinents, it may be that one of the necessary conditions for- the

formation of continents is the existence of oceans in which the ex-

treme chemical differentiation of materials can take place.

It is not enough for the chemical changes to take place at the

surface. There must also be a method of supplying fresh material

and removing the chemically altered material by burial. On

Earth this process operates quite well through the steady plowing

of the surface by erosion and mountain-building. On Mars some

changes could certainly occur in the wind-blown dust as it moves

through the atmosphere. However, such changes would probably

be relatively minor and, in the absence of water, much less efficient

than the Earth’s chemical differentiation of sediments by oceans.

Further impediment to change derives from the lack of an efficient

method of burial of the chemically altered sediments, once they are

formed on Mars, or of the supply of fresh material by the over-all

plowing of the planet’s surface. The surface dust could become

thoroughly oxidized as some of the polarimetric determinations of

Mars have suggested, but there would be no efficient way of re-
moving vast quantities of materials from the surface. Thus it is

much more likely that a small area of the surface of Mars would

contain more representative samples of the average chemical

composition of the over-all Martian surface than a similar random
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area of the Earth’s surface could represent the Earth’s average

surface composition.

The absence of oceans on Mars also has major effects on the

composition of its atmosphere. The atmosphere and hydrosphere

of a planet represent the dregs or remnants of any primordial

atmosphere plus all the volcanic gases which continually escape

from the interior, plus any gases released by rock weathering, less

any gases which escape to space or are chemically combined and

buried in sediments. On Earth, if we consider the amount of

former atmospheric carbon dioxide that is now tied up in lime-

stones, it appears that the atmosphere would be dominated by

carbon dioxide were it not for the ocean’s ability to remove it as

limestone.

The evolution of the Martian atmosphere differs from the

Earth’s in the relative efficiency of the chemical combination

process versus the escape to space. Comparatively little of the

volcanic gas escapes to space from the Earth; the bulk goes into

the oceans and sediments. Mars’s volcanic gases may well be

escaping from its interior at a slower rate than the Earth’s because

of the less active interior. A bit of this gaseous material would

remain behind as the polar caps, in permafrost or combined in

sparse sediments, but a greater percentage than on Earth would

escape to space because of the lower escape velocity on Mars.

We know a few facts about the Martian atmosphere. It con-

tains some water and carbon dioxide. Precisely how much is still

uncertain, although the total of all constituents is about 1/200 of the

Earth’s atmospheric density. The atmospheric composition could

include some radioactively generated argon, nitrogen, or any of a

wide variety of other gases. However, it would be a mistake to

argue by analogy that because the Earth’s atmosphere contains

mostly nitrogen the Martian atmosphere also should be largely

nitrogen. Nitrogen is abundant in the Earth’s atmosphere only

because it is highly soluble and unlike carbon dioxide is not easily

removed from the oceans as sediments. Thus, for a planet without

this limestone-removal system, it is much more likely that carbon

dioxide would exceed nitrogen and, if cold enough, the planet

would ultimately collect the carbon dioxide as dry-ice polar caps.

Recent theoretical studies lead to such a picture on the basis of

thermal model calculations.

This discussion of the chemical nature of the Martian surface
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has been generalized simply because very few hard facts are at

hand. Its purpose is to point out what a complex interacting

chemical system the surface of a planet and its atmosphere can

be. It is therefore important to determine the composition of the

Martian atmosphere not only because of its significance for any life

that might be there, but also because it constitutes such a far-

reaching tool in working out the cumulative chemical effects of the

surface over geologic time, including the type of volcanic emana-

tions, the amount of chemical recombination going on at its

surface, and the extent of escape of gases to space.

Of value and interest comparable to the exploration of space

is the exploration of time. The exploration of time on our own

planet has been in progress through geological researches for the

past century and a half. We now know that the Earth and planets

are four and a half billion years old. We know a good deal about

the last eighth of the Earth’s history and a few facts about the last

three-quarters of its history. However, the first quarter is almost

a complete mystery, even to the mere existence of rocks of that

age. The continuing plowing of the surface has long since erased

that ancient record. For the Moon, a much more complete record

of the early events might still be diciphered. Unfortunately, the

Moon is not a planet and may not have gone through the same

complete sequence of events. For Mars, with its lesser activity and

erosion, there is at least hope of finding evidence of its earlier

history.

The key to working out the history of a body, be it Earth,

Moon, or Mars, is the development of a stratigraphy, or rock

sequence, and the order in which it was piled from oldest to

youngest. On Earth we can use fossils and radioactive age dates

to determine the sequence. On the Moon, techniques of interpret-

ing which layer of rock overlaps which can be used to tell relative

age based on the principle that an older rock unit must be present

before another can be deposited over it. For Mars we are totally

ignorant of any time sequence because the resolution of our view

has been incapable of discriminating between various surface rock

units. The Mariner photographs are at the barest limit of these

geological capabilities. The obtaining of good photographs and

other types of remote imagery of the entire surface of the planet

is a key objective if we are even to plan efficiently for the study

of the history of Mars.
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The development of some kind of stratigraphy for Mars could

provide clues to radical changes and significant landmarks in the

history of the planet. Geologists refer to these as non-uniformi-

tarian events or happenings for which the present conditions are

not a clue to the past.

Evidence of past oceans is the most significant thing to seek

among Martian non-uniformitarian events. I have already dis-

cussed the fact that chemical segregation of different rock units on

Mars would not be particularly effective under present dry condi-

tions. If, however, we should find ancient rock sequences with

strong layering, including beds rich in carbonates or salt, the in-

dications of past oceans would be quite clear. If there turns out

to be life in some form on the planet, these data would have par-

ticular significance in telling us how this life originated and

evolved. From a negative point of view, the evolution of life in the

absence of oceanic waters would be equally interesting as a clue

toward the evolutionary process. The probability of finding fossils

in ancient sediments on Mars by using remote methods is so low

as to make such efforts pointless. On the other hand, the existence

of organic rich sediments in a layered sequence might be de-

tected through remote methods, and these clues to the early

evolutionary process would warrant further investigation.

Another non-uniformitarian event for which evidence might be

sought is the existence of a thermal maximum on Mars. We now

think that the planets had a relatively cool origin. Once formed,

however, radioactive heat began to build up. Ultimately the most

intense radioactivity decayed away, and the planet began to cool

again. In the interim the planet went through a period of maxi-

mum internal temperatures, a thermal maximum. On the Moon,

the apparent great lava flows which now form the maria may

represent such an era of greater thermal activity. For Mars one

would want to look at any stratigraphic column for progressive

changes in composition of volcanic rocks as a function of time or

for rock sequences characterized by a period of excessive lava

outpourings on a planet-wide scale. If this turns out to be a

general feature of planets, it may be part of the clue to the missing

first quarter of the Earth’s stratigraphic history.

What caused the numerous glacial eras in Earth’s history is an

unanswered question. In the history of Mars, times of greater

surface water might have produced glacial polar caps. The clue
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would be ancient glacial deposits in the Martian record. If these

are found, provided they ever existed, we could then contrast their

times of formation with the age of glacial eras on Earth. In this

way there could be a check on whether the causes of the ice ages

were of a broad enough scale to have affected several parts of the

solar system or were restricted to the Earth.

If the Martian canals are indeed fracture patterns, their orienta-

tions should bear some relationship to the rotational axis of the

planet either present or past. On a slightly less active planet

than the Earth it might be possible to determine how fracture pat-

terns are related to the rotation by giving the system enough time

to develop fully. This information would be a considerable aid in

understanding how the Earth is operating today. From such evi-

dence it might also be possible to find out when Mars tilted on

its axis and to gain some clue to the mechanisms involved in this

fundamental parameter of planetary behavior.

There is one other problem which I have mentioned only in

passing because it 1s discussed more fully in another chapter: the

search for life beyond the Earth. This is probably the most’ im-

portant single question to be asked on Mars. Does life exist there?

What chemistry is it based on? What environment did it start in?

What rates and mechanisms operated for its evolution? But the

questions which I have been discussing, the physical nature and

history of the planet, must be answered concurrently in order to

know where to look for possible life and how that life fits into

the environment and history of its planet. To look for life without

the supporting planetary data would be like studying a garden

without knowing of the existence of soil. The exploration of Mars

must be a joint biological, geological, and geophysical effort.

The exploration of Mars has part of its reason purely and simply

in man’s curiosity and desire to know. It also has a practical side

in contributing to our understanding of our own planet through

comparative planetology. In effect, it helps to answer the seem-

ingly impossible examination question, “‘Discuss the Earth and give

two examples.” Mars is our second example.
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Venus

RICHARD M. GOLDSTEIN

The lovely light of Venus has engaged the imagination of men

for millennia. As the orbit of Venus carries it from behind the Sun,

it may be seen low in the western sky just after sunset. Each suc-

cessive evening, after dusk, Venus will appear slightly higher in the

sky, dim at first, but growing brighter nightly. After seven months

the planet will reach its greatest angle from the Sun and then

begin its westward motion back toward the Sun, still growing

brighter. The time of gieatest brilliancy will be one month later.

Venus will then outshine all of the stars and other planets, being

the brightest object in the sky, save the Sun and the Moon. Venus

will be bright enough to cast a shadow at night and to be seen

easily by the naked eye during the day if one knows where to look.

The westward motion of Venus will carry it into the solar glare

in two more months, and it will be lost to the night sky for ten

months; then Venus will repeat its eternal 575-day cycle. During its

absence from the nighttime sky, Venus may be seen as the Morning

Star in the eastern sky just before sunrise. ‘There, Venus repeats

the waxing and waning and the motion of the Evening Star, but

In reverse order.

The ancients thought the Evening and Morning Stars were dis-

tinct entities, and the first was named Hesperus, the second

Phosphoros. However, the Greeks of 500 B.c. knew they were alter-

nate appearances of the same object, the discovery being attributed

to Pythagoras.

Let me at this point summanize a few gross features of Venus.
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Venus revolves around the Sun at about three quarters of the dis-

tance of the Earth, taking 225 days to complete each circuit. Thus,

Venus and Earth return to the same position relative to the Sun

every 975 days, accounting for the 575-day cycle of appearances in

the morning and evening sky.

The diameter of Venus is estimated at 12,700 kilometers, com-

pared to 13,200 kilometers for Earth. Venus is also slightly lighter

than the Earth, having a relative density of 0.81. Because of these

similarities, Venus has often been called Earth’s sister planet.

However, there are also pronounced differences. For example, the

atmosphere of Venus is estimated to be ten to a hundred times

more dense than the Earth’s atmosphere. Another significant

difference is the slow, backward rotation of Venus (one turn in 243

days). All of the planets revolve around the Sun in the same

direction; al] but Venus spin about their axes in this same direc-

tion also The best of modern theories holds that the planets

formed from a primordial, rotating mass of dust and gas, but it

fails to account for the retrograde rotation of Venus.

Around 300 u.c Heraclitus wiete that the planets, including

the Earth, revolve about the Sun. This heliocentric view of the

solar system) was later abandoned by the Greeks, however, and

for a very convincing reason. If the Earth did travel about the

Sun, then the stars would be seen to shift their relative positions.

Since no such shift was observed, one must conclude that the stars

were nulhons of mules away—-clearly an untenable conclusion.

Much later, it became heresy to suggest that the Earth moves.

Copernicus restored the Sun, in theory, to the center of the sola

system. Ile showed that the heliocentric assumption made it pos-

sible to predict with reasonable accuracy the positions of the

planets. Because of the opposition to this possibility, Gopernicus’

work was published only after his death, in the middle of the six-

teenth century.

The invention and application of the astronomical telescope by

Galileo settled this question, and Venus provided the crucial evi-

dence. For under the magnification of Galileo’s telescope, Venus

was resolved as a disk which went through the same phases as the

Moon. Thus, the revolution of Venus about the Sun was demon-

strated by the waxing of Venus from a thin crescent to a full disk,

followed by the subsequent waning to the crescent.

Venus was destined to play another important role in man’s
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understanding of the solar system. By the seventeenth century, the

shape of the solar system was fairly well known. Venus had been

assigned position number two, farther from the Sun than Mercury,

but not so far as the Earth. Observations of the apparent positions

of the planets, coupled to the empirically derived laws of motion

of Kepler, had led to good tables predicting their future angular

positions.

Although the relative distances between the planets were known,

the actua] distances, or the scale of the solar system, were not.

Thus an important astronomical constant was needed. This constant

was defined as the mean Earth-Sun distance, and was named the

‘astronomical unit.”

In 1639, a very young Englishman by the name of Jeremiah

Horrox was busy calculating an ephemeris for Venus. His goal

was twofold: to correct a small error in the tables of Kepler and to

refute completely a rival set of tables. In accomplishing both of

his goals, he discovered that Venus would transit across the disk of

the Sun in 1639.

The transit of Venus is a very rare astronomical event, occurring

in regular cycles of 243 years. The cycles are composed of four

irregular intervals which alternate between short and long. The

short ones are always 8 years apart, and the long ones are alter-

nately 121.5 and 105.5 years. The eight-year interval is a con-

sequence of the fact that the time for eight Earth years equals

thirteen Venus years.

Horrox wrote of his discovery: “It induced me, in expectation

of so grand a spectacle, to observe with increased attention. I

pardon, in the meantime, the miserable arrogance of the Belgian

astronomer, Who has overloaded his useless tables with such un-

merited praise . . . . deeming it a sufficient reward that I was

thereby led to consider and foresee the appearance of Venus in the

sun.”

Thus Hortox was the first man to witness a transit of Venus.

He used a telescope and brought an image of the Sun to sharp focus

on a screen. By this experiment, he was able to calculate an im-

proved ephemeris of Venus and to estimate that the astronomical

unit 1s at least larger than 58 million miles—by far the largest esti-

mate up to that time but still short of the modern value.

The next transits of Venus were in 1761 and 1769. By then,

Newton had formulated his celebrated laws of motion and applied
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them to calculating the motions of the planets. The only remain-

ing unknown was the scale factor. Thus, measuring the astronomi-

cal unit became the “final” problem of astronomy.

Halley had published a paper in 1716 describing how the forth-

coming transit of Venus, if viewed from two separate and remote

places on Earth, could be used to determine the astronomical unit

to a high degree of precision. Because of the geometry of the situa-

tion, observers at different places on Earth would see Venus pass

in front of different sectors of the Sun, and the astronomical unit

could be calculated.

Halley never observed a transit of Venus, but his paper of 1716

created an avalanche of interest in the world of astronomy. Great

expeditions were dispatched to remote areas of the Earth to ob-

serve the transits of 1761 and 1769. These expeditions were financed

by governments, and thereby set the precedent of government in-

volvement in large scientific projects; the occasion of these transits

also set the precedent of rivalry in science between governments.

Altogether, over one hundred separate observations were made of

these two transits of Venus, When the results were all in, the

astronomical unit had not been found with the high accuracy which

had been anticipated. The estimates ranged from 80 to 100 million

miles. A major cause of the remaining uncertainty was the exten-

sive atmosphere of Venus, which made it impossible to establish

the exact moment when Venus entered upon the solar disk.

Venus has fulfilled her old promise, however, in the last few

years. As we shall see subsequently, radar reflections from Venus

have established a truly remarkably accurate value for the astro-

nomical unit.

Venus is in many ways a planet of mystery. Many theories have

been advanced to explain the scant observational evidence avail-

able, and they have been extremely disparate theories. The under-

lying cause for the fact that different, incompatible theories can be

defended is this very lack of data.

The reason for these contradictory views is the dense cover of

clouds which hides the surface of Venus from sight. The obscuring

clouds themselves were the first certain feature observable with

telescopes. By analogy with the clouds of Earth, astronomers at

the turn of this century decided that the clouds must be made of

water. And since no break in the clouds had ever been observed,

they concluded that the clouds were very thick and that, conse-
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quently, the abundance of water on Venus was very great. The

presence of so much water somehow suggested that Venus was a

steamy swamp, perhaps populated as are our own rain forests.

To test this argument, spectroscopic studies were made to de-

tect the characteristic signature of water vapor in the reflected

sunlight. The early attempts failed to find any water vapor at all,

and only the latest measurements show that, at least in the upper

atmosphere, there is a very small amount of it.

But if the clouds are not water, what are they? An alternate

idea arose that they are dust clouds, permanently stirred up from

the surface by strong winds. Thus, Venus became a desert planet,

dusty, windswept, and probably hot. This theory gained support in

later years from the spectroscopic discovery of large amounts of

carbon dioxide in the atmosphere of Venus. On our own planet,

there 1s an equilibrium maintained between carbon dioxide in the

atmosphere and carbonate minerals and quartz sand on the surface.

However, this equilibrium is attained only in the presence of sur-

face water. The large amount of carbon dioxide in the atmosphere

of Venus was thus taken to indicate the absence of surface water.

A completely opposite point of view is possible and, in keeping

with the divergent theories of Venus, was not overlooked. There

is the possibility that no minerals are available because the surface

is entirely covered by water. In this view, Venus is a featureless

planet of oceans.

Still another explanation of the large amount of carbon dioxide

in the atmosphere makes use of a presumed chemical balance at

the time when Venus was formed. In the case of Earth, there was

an excess of water over hydrocarbons, leading to our atmosphere

and oceans. Venus, on the other hand, may have had a primordial

excess of hydrocarbons, which would lead to an atmosphere of

carbon dioxide and smog, and to oceans of oil.

That four such diverse pictures of the surface conditions on

Venus could seriously be entertained at the same time is an

indication of the paucity of real data prior to 1956. At that time

radio observations at the Naval Research Laboratory disclosed the

fact that Venus is very hot, about 300 degrees Celsius.

As is usual in such cases, this new datum raised more questions

than it answered. Why was Venus so hot? The explanations offered

agree that some mechanism allows solar energy to enter the at-

mosphere easily but prevents the resulting heat from radiating away
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as easily. They disagree markedly on what this mechanism, called

the greenhouse effect, might be. The mechanism must be similar

to the familiar florist’s greenhouse which traps solar energy be-

cause light radiation penetrates the glass but longer-wave heat

radiation cannot escape.

One greenhouse theory suggests that the carbon dioxide of the at-

mosphere is responsible. However, it would require very high

atmospheric pressure before the temperature could rise to 300 de-

grees C. Another current theory is the so-called aeolosphere theory.

According to this view, solar energy is captured in the form of the

mechanical energy of great dust storms. These storins lash the

surface continuously, generating the needed heat. This heat is re-

tained, so the theory goes, by the insulating action of the dust

clouds.

The voyage of Mariner II was the first successful attempt to

bring scientific instruments to the vécinity of Venus—or any planet

-~and the Journey was a great technological feat. The craft had,

in effect, been launched three times: first from the surface of

Earth, then from a “parking” orbit around the Earth, and finally

from an orbit of the Sun, 9 days and 1.5 million miles from the

Earth, where it was put through a mancuver to place it In a new

solar orbit. Throughout most of the flight it maintained a ngid

orientation with respect to the Sun and also with respect to the

Earth. Mariner IT spent 109 days, on its way to Venus, gathering

scientific data in the void between the two planets. The inter-

planetary magnetic fields, the solar wind, and dust particle density

were monitored almost continuously

A magnetometer aboard Mariner I] showed no measurable

magnetic field due to Venus at the distance of closest approach,

36,900 kilometers. This was taken to signify that Wenus rotates

slowly or not at all. It must be noted, however, that earlier radar

measurements demonstrated that the period of Venus’ rotation is

approximately 250 days, retrograde. The relationship between

magnetic field and rotation is complicated by the fact that Mars

also has no magnetic field, but rotates as rapidly as does the Earth.

One of the instruments Marine: II carried to Wenus was a

microwave radiometer, operating at a wavelength of 19 millimeters.

This instrument was designed to measure the variation of apparent

surface temperature across the disk of Venus. Earlier, Earth-based

measurements of the microwave radiation from Venus had _ led
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to temperature estimates of 300 degrees Celsius. These measure-

ments, however, engendered lively debate as to whether the radia-

tion originated from the surface or from the atmosphere of Venus.

The two possibilities lead to very different surface temperatures.

Apparently, the Mariner II radiometer settled this question by

measuring a definite limb darkening of the radiation—that is, the

radiation was more intense at the center of the disk than at the

edges, an effect to be expected if the radiation comes from the

surface and is partially absorbed by the atmosphere. If the radia-

tion source were in the atmosphere, however, the reverse would

be true: then the edges of the disk would be brightest. Thus, the

Mariner II results show that it 1s the surface which produces the

radiation, and that the temperature there is about 450 degrees C.

Mariner II also carried an infrared radiometer operating at a

wavelength of 10 microns. This instrument measured the tempera-

ture of the cloud tops, and found it to be about minus 35 degrees

C. Enough resolution was provided to be able to detect any

break in the cloud cover, but none was observed.

With this information it has been estimated that the midnight

temperature on the surface of Venus is probably greater than

300 degrees C. At noon the temperature probably rises to 700 de-

grees CG Possibly it is cooler at the poles, perhaps as low as

200 degrees C. These extreme temperatures make it unlikely for

any kind of life to exist on the surface of Venus. Water is thought

to be necessary for the development of life, but there can be no

water at such temperatures. Perhaps some liquid water can exist

at the poles, if the atmospheric pressure is enough to prevent the

wate from boiling away. Even so, it is hot enough to destroy the

complex organic compounds which are the basis of Earth's life.

Iife on Earth, however, is extraordinarily varied. It is so

adaptable to the extremes of Earth’s environment that one cannot
conipletely exclude its existence on Venus. The surface may be too

hot, but perhaps microorganisms can exist in the cooler parts of the
atmosphere, kept airborne by turbulent winds, or perhaps on moun-

tain peaks that reach to sufficient heights.

Each new scientific instrument, when applied to Venus, has re-
warded its user with greater and often surprising knowledge. So
it has been with modern radar. ‘The first successful astronomical

radar experiment was performed in 1946, using the Moon as a

target Because of its much greater distance, even at closest ap-
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proach, Venus is ten million times harder to detect by radar than

is the Moon, and the first successful observations of Venus with

radar occurred in the spring of 1961. So far, four planets—

Mercury, Mars, Jupiter, and Venus—have been observed by radar.

The basic measurement that radar makes is that of the power

of radio waves reflected from the target. If an impulse of waves

is beamed at Venus, for example, the earliest part of the echo will

have been reflected from the front cap of Venus. As time con-

tinues, the impulse will travel across the planet and the echo

power will have been reflected from successively greater distances

from the front. Thus measuring the echo power as a function of

time delay reveals the reflectivity of Venus as a function of distance

from the closest, or sub-Earth, point.

Time-delay measurements can also be used to measure the dis-

tance to Venus. Such measurements were first made in the spring

of 1961 and resulted in an extraordinarily accurate value for the

astronomical unit. The value was more accurate, by a factor of

nearly one thousand, than the best measurements made before that

time. Thus, Venus has fulfilled the old prophecy of Halley, but in

a different way.

A second basic phenomenon accessible to radar is Doppler shift—

that is, if a pure monochromatic tone is beamed at Venus, the echo

will no longer be a pure tone. There will be a frequency shift,

caused by any relative velocity between Venus and the radar

station, and a frequency broadening caused by the rotation of

Venus. As Venus spins, echoes from the approaching limb will

return with a higher frequency, and those from the receding limb

will be lower. Echoes reflected from Venus will, therefore, be

spread into a spectrum of frequencies. Thus analysis of the received

signal into its frequency spectrum reveals how the reflectivity of

the planet varies from the approaching to the receding limb.

It should be pointed out here that the narrowest radar beam

width possible today is still very much larger than the angle sub-

tended by Venus, even at closest approach. Because of this fact, the

planet is more or less uniformly illuminated by the radar beam.

In order to probe specified areas on the surface of Venus, there-

fore, it is necessary to make use of the time-delay and Doppler-

frequency-shift methods just discussed.

Time-delay and frequency-shift methods may be combined to

yield a type of two-dimensional map of the surface of Venus. First,
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the echo which originates from a specified distance (time delay) is

isolated from the rest of the signal. Then a spectrogram of this part

of the echo shows the variation of reflectivity along this specified

circle on Venus. Thus an area on Venus of, say, unusually high

reflectivity would be observed as an echo with a certain time delay

and a certain frequency shift.

The history of radar studies of Venus is quite recent. It got off to

a false start in 1958 and 1959 when the ubiquitous and overwhelm-

ing background noise was identified as possible signals. In the

spring of 1961, however, unequivocal detections of Venus were

made at five radar observatories scattered throughout the world.

That series of experiments provided the measurement of 149,598,000

kilometers for the astronomical unit. It established the radar

cross section of Venus at about 11 percent of its geometric crass

section, and it demonstrated that the surface of Venus is some-

what smoother than the Moon. In addition, it was found that

Venus rotates much more slowly than does the Earth. At the

inferior conjunction of Venus in 1962, when more radar capa-

bility was available, it was established that Venus’ rotation is

retrograde, about one revolution per 250 Earth days. All of the

Sun's planets revolve around the Sun in the same direction; in

addition, the major planets all rotate in this same direction—except

Venus. This single exception is important because there is no

adequate theory to account for it.

The inferior conjunction of 1964 found Venus under the ob-

servation of seven radar stations. Time-delay measurements im-

proved the accuracy of the astronomical unit still further and, in

addition, improved the other elements of Venus’ orbit. Spectral

and time-delay analysis produced the first rudimentary map of the

Venusian surface. Several features, or areas of high reflectivity,

were observed and these features may perhaps be mountains.

When Venus next returned to the neighborhood of Earth in

January of 1966, these same features were observed again. Because

they returned in their expected position, it was established that

they are fixed to the Venusian surface and do not float in seas, for

example, or in clouds. Timing these features provided a most

accurate 1otation rate for Venus: the period of rotation is 243

days with an error of less than a half day. The axis of rotation

is almost (but not exactly) perpendicular to the plane of Venus’

orbit,
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This is a most remarkable rotation period because it is in

synchronism with the Earth. Consider, for example, a Venusian

observer at the sub-Earth point at the time of an inferior conjunc-

tion with Earth. It would be midnight for this observer and he

would see the Earth in his zenith. Then, for him, the Sun would

rise in the west and set in the east five times. At exactly the

fifth midnight (575 Earth days later), the Earth would be back

in his zenith. Thus we are led to ponder the twin anomalies of the

rotation of Venus: synchronism with Earth and a retrograde

direction.
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Mercury

and

Pluto

HYRON SPINRAD

Mercury and Pluto, at opposite extremes in the solar system,

nevertheless have a few common physical properties. They are both

small planets, both are remarkable in having highly eccentric

orbits, and probably both have mean densities like that of our

Earth. They both must be nearly airless worlds, but they do not

now strike us as drearily hot and cold, as we had_ previously

imagined.

Mercury was long thought to have the dual peculiarities of an

extremely hot and permanent day side, and a perpetually night

hemisphere. ‘The day side would be at about 600 degrees Kelvin

(320 degrees Celsius) and the night side just above absolute zero

(less than 50 degrees K). We now think that the mght side of

Mercury is much warmer than this and, indeed, quite moderate in

temperature. This recent revision of our ideas stems partly from the

newly determined, faster rotation of Mercury, which I shall discuss

later.

In sive, mass, and density Pluto belongs to the group of terres-
trial or minor planets as against the gaseous, gigantic major ones

(Jupiter, Saturn, Uranus, and Neptune). Pluto certainly is a cold
planet, but it is of some special interest because its density may
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be rather high. If it turns out that its density is low, its discovery

will sound more and more like a peculiar accident because the

search for Pluto was based on its perturbation of the orbit of Nep-

tune, which would require an appreciable mass. Still another

fascinating but hypothetical question regarding Pluto has to do

with its possible origin as a satellite of Neptune: such an origin

could be unique in the development of the solar system.

The history of the two planets could hardly be more different.

Mercury, the messenger god to the ancients, has been known

for thousands of years. Pluto was only discovered in 1930 as a

result of a systematic search for a new outer planet. Astronomical

observations of these planets have increased appreciably during the

past three years so that the classical descriptions of Mercury and

Pluto are considerably out of date, and many topics I shall discuss

here are still controversial.

MERCURY

Mercury, the closest planet to the Sun, has always been hard to

observe because of its very proximity to the Sun, whose brilhance

generally masks the heht reflected by the planet Ancient observers

found it both as an evening object, seen Jow in the west after

sunset, Or as a morning “star,” observed briefly in the east prior to

sunrise To: a long time, failing to recognize these as the same

heavenly body. the Greeks called the former Mercury and the latter

Apollo. Most present-day observations of Mercury in the radio

and optical regions of the spectrum are made in broad daylight

However, visual observations, even under the best conditions, re-

main quite difficult because Mercury is usually about 80-100

million kilometers from us at its closest and presents a disk of

apparent diameter of only about 10 seconds of arc at that distance.

Mercury has an orbit that deviates considerably from a circle

around the Sun. Mercury’s mean solar distance is 0.39 astionomi-

cal units or about 60 million kilometers, but the eccentricity of its

ellipse is 0.206, so that at penhelion it is only some 47 million

kilometers from the Sun and at aphelion about 70 million kilometers

distant Mercury speeds around the Sun in 88 days, and so its

orbital velocity is high, averaging 48 kilometers a second.

The planet is our smallest, with an equatorial radius of about

2,400 kilometers, less than 04 the Earth’s radius. These data seem

firmly established However, a major revision has recently taken
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place in our knowledge of the rotational period of Mercury.

Rather marginal, old visual observations of very indistinct mark-

ings on the surface suggested that the period of rotation was exactly

equal to the period of revolution around the Sun, 88 days. In this

case Mercury would always keep one face permanently toward the

Sun in much the same way that the Moon’s rotational period 1s

synchronized with its revolution about the Earth.

The concept of synchronism survived in the literature on Mer-

cury for over sixty years. But recent radar data indicate a sub-

stantially faster rotation.

In early 1965 Gordon Pettengill and Rolf Dyce of the Arecibo

Ionosphere Observatory made radar observations of Mercury and

derived a value for the rotation period of 59 + 5 days. This value

came from an examination of the amount of rotational Doppler

broadening suffered by an initially sharp radar pulse sent from the

Earth and bounced off the entire surface of Mercury. The faster

a planet rotates, the larger will be the difference of the Doppler

shift of returning echoes fiom the two oppositely moving limbs

of the rotating planet

The radar results seem to argue decisively for a shorter rotation

peniod, which raises the following question, Is there any way to

reconale the modern data with the old visual observations’

Apparently this can be done, and W. E McGovern, 8. H. Gross,

and S. I. Rasool point out that a comparison of visual drawings

of Mercury's surface markings does not necessarily indicate syn-

chronous rotation of the planet as the only possible solution. A

number of rotation periods are possible and, fortunately, only one

is consistent with the 1965 radar results. That rotation period is

N84 se 0.5 days.

The 58-day rotational period now suggested may be explained

dynanucally by taking into account the differential tidal forces

exerted by the Sun at the aphelion and perihelion points of the

orbit of Mercury. Because Mercury has a very elliptical orbit,

these forces will be maxinnzed at perihelion; in fact, a rotation

period exactly two-thirds of the orbital period may be the most

stable rotation period for Mercury. More empirical and theoretical

work is necessary here, however, before a definitive answer can be

had.

While the previous theory implied permanent sunlit and dark

hemispheres, the non-synchronous rotation of Mercury now. as-
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sures us that all parts of the planet see the Sun. The length of the

Mercurian day is roughly equal to 6 months on the Earth. Tem-

peratures on Mercury's sunlit hemisphere ought certainly to be

high, for on the average each square centimeter of the planet’s

surface receives about seven times the amount of solar energy

reaching the Earth. Infrared observations made at Mount Wilson

Observatory in the 1930’s indicated a temperature of about 600

degrees Kelvin (320 degrees Celsius) for the sunlit hemisphere, but

the dark side was too low to measure with these other, relatively

insensitive heat detectors. Recent radio observations—passive

measurements of the heat radiated by Mercury at microwave

wavelengths—indicate that the dark hemisphere may be rather

warm, possibly as high as 300 degrees K (+27 degrees C). Non-

synchronous rotation would be necessary to explain this observa-

tion, as models based on a permanently dark hemisphere—one

which never sees the Sun—cannot yield values close to the cur-

rently estimated temperatures. The dark side might be heated by

the circulation of a thin atmosphere, and I shall discuss this point

later. However, it will still be a few years before ground-based

temperature measurements of Mercury in the infrared and radio

regions can be obtained with sufficient precision to settle the old

but still outstanding arguments. For example, the cooling rate of

the Mercurian surface at mght can tell us something about its

composition and porosity; for this we need radio observation of

the dark side at different times and different wavelengths.

Although the atmosphere of Mercury was long regarded as non-

existent, it is now a topic for debate and observation. The historical

skepticism regarding Mercury's atmosphere is based upon the small

surface gravity and high day-side temperatures prevalent on the

planet. Under these conditions most atoms and molecules achieve

high velocities and can escape from the gravitational field of Mer-

cury in times shorter than the age of the solar system (some 45

billion years). These theoretical expectations are supported by

the optical reflectivity properties of Mercury, which are very much

like our completely airless Moon.

Early spectroscopic searches for a Mercurian atmosphere failed.

Yet infrared spectroscopy of this sort was, of course, successful in

detecting carbon dioxide in the atmosphere of Venus and methane

(CH,) and ammonia (NH) in the major planets. It was there-

fore generally beheved that, if it exists, the atmosphere of Mer-
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cury is composed of rare, inert gases—perhaps argon, which could

originate from crustal radioactive decay of potassium. Argon is

heavy and is not observable spectroscopically in planetary at-

mospheres.

Recently, astronomical thinking on this matter has been rudely

awakened by the discovery of weak carbon dioxide bands in the

infrared spectrum of Mercury by V. I. Moroz in the Soviet Union.

The observation is difficult due to the presence of carbon dioxide

(CO,) in the atmosphere of the Earth. But if confirmed, Moroz’

work will prove beyond doubt that Mercury is not an_ airless

world. The amount of CO, is not immediately obtainable from

Moroz’ observations; attempts in the United States to find other,

weaker carbon dioxide features have failed. In principle, by ob-

serving carbon dioxide bands of considerably different intrinsic

strengths, we should be able to deduce both the total number of

CO, molecules above the Mercurian surface and the surface pres-

sure, which may be dependent upon other gases than CO,. At this

time only crude limits on the surface pressure exist: if Moroz’s

observations are correct, then the atmospheric pressure at the

surface of Mercury may exceed 4 millibars, or 0.4 percent that at

sea level on the Earth.

Polarimetric observations of Mercury may also indicate a weakly

polarizing atmosphere there, but their interpretation is clouded

by an uncertainty about the degree of visual light polarization

to expect from the Mercurian surface alone. With certain assump-

tions about the underlying surface polarization, A. Dollfus in

France computed a surface pressure of approximately 1 imillibar

for Mercury. In summary, present empirical evidence points,

rather insecurely, to a tenuous atmosphere on Mercury.

How does the planet retain gases like carbon dioxide or argon

despite the escape of molecules to space from the hot illuminated

hemisphere? The temperature of Mercury’s upper atmosphere is

the key to molecular escape The temperature at the “escape level”

in our own atmosphere is approximately 1.500 degrees Kelvin; if

Mercury has a very hot upper atmosphere (say 5,000 degrces

Kelvin), then carbon dioxide and argon would be quickly lost, and

one would not expect even a trace of a primitive Mercurian at-

mosphere to remain. At 1,000 degrees Kelvin carbon dioxide will

escape slowly; to observe it now we probably would require a large

amount of outgassing of CO, from the interior of the planet; and

this possibility is difficult to appraise at the present time.
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PLUTO

Pluto, the most distant planet known, was discovered by a

systematic astronomical search. The search for Pluto, or rather

“Planet X,” was initiated mainly through the efforts of Percival

Lowell. Lowell’s studies of the motions of Uranus and Neptune

suggested to him that a planet of sizable mass coursed well beyond

Neptune's orbit. Fortunately, Lowell realized that to make feasible

a survey for a faint outermost planet over large areas of the sky,

photography of the ecliptic had to replace visual examination of

stars. The Lowell Observatory, in Flagstaff, Arizona, was dedicated

to this work. For several years prior to Lowell's death in 1916 the

search went on, but it produced only chance discoveries of many

asteroids and variable stars.

In 1929 the search was begun again by Clyde Tombaugh at

Flagstaff, this time with a new telescope, a 13-inch refractor. The

photographs with this telescope covered an area of the sky 12 by

14 degrees. Consequently, many, many star images were recorded

on each plate—-sometimes as many as 500,000. Could Planet

be found among all these other images’? The techniques adopted

took advantage of the expected motion of Pluto in the sky over

intervals of a few days. Asteroids moved farther, stars not at all.

After only a half-year of plate examination, Tombaugh found the

image of Pluto on three photographs, and the discovery was an-

nounced on March 13, 1930. The planet was faint and showed

no visible disk under close visual examination. Lowell had ex-

pected Planet X to be as large as Neptune, and so there was some

suspicion at the time that the main outer planet still might be

undiscovered.

Physical data on Pluto remaim very uncertain even now. The

most basic quantities~-the mass, radius, and mean density of the

planet—are subject to considerable improvement.

The mass of Pluto must be derived from its small gravitational

eflect on the orbits of Neptune and Uranus, for Pluto has no

satellite. Lowell’s initial calculations suggested a planet hke Uranus

or Neptune, larger and more massive than the Earth. More recent

calculations seem to throw doubt on this: the uncertainties in very

old observations of Neptune suggest that the mass of Pluto could

be like the Earth’s or even much smaller. If so, then the search for

Pluto and its discovery would become a matter of happy circum-

Stance.
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The diameter of Pluto is small, and attempts to measure the

planetary disk directly at the telescope have been very difficult.

The visual observations of G. P. Kuiper lead to a rather approxi-

mate diameter of 0.23 second, or 5,900 kilometers—about 40

percent that of the Earth. If the mass of Pluto were about that

of the Earth, then the mean density would be about 50 grams per

cubic centimeter, an impossibly high value. It is therefore im-

portant to know whether the diameter could have been under-

estimated by Kuiper.

A recent novel contribution to this subject has been the study

of Pluto’s diameter by star occultation. This work has been under-

taken cooperatively by several astronomical observatories, under

the direction of I. Halliday in Canada. The idea is simple enough:

a distant planet like Pluto, although presenting only a tiny disk

some ().2 second in diameter, will occasionally eclipse (or occult)

background stars as it moves slowly through the sky. Prior to occul-

tation we may accurately observe the brightness of the star plus

Pluto, duty the occultation, we see only the brightness of Pluto,

which shines dimly by reflected sunlight. To measure the diameter

of Pluto we need to measure the duration of the occultation: the

speed in the orbit is well known. If such observations are made

successfully at several observatories at different parts of the Earth,

we can be sure of the exact trajectory of Pluto as it occults a star,

and the diameter of Pluto can be determined from the geometry

of the occultation.

The difficulty with this method hes in predicting the orbital

path of the planet with enough precision to tell observers in ad-

vance whether Pluto wall pass closer than 0.5 second or so of an

observable (usually very faint) star, In fact, the positions of likely

stars need redetermination

Halliday’s current program has recently yielded some important

results First of all, we may now estunate the expected frequency

of occultations For the 1963-64 observing season, Pluto passed

sixteen stars within 10 seconds of arc: in 1964-65, the number was

nine stars Statistically, then, Pluto should pass within about 1

second of arc of a star each year, the stars being brighter than

magnitude 17 (or some 10.000 times fainter than naked-eye

vision on a clear, dark night).

A possible occultation of a faint (magnitude 15) star was pre-

dicted for April 28, 1965, and numerous observatories agreed to
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attempt photographic and photoelectric observations of Pluto and

the star that evening. Unfortunately, no occultation was observed.

The southernmost stations in the United States probably had a

very close miss. But we can say with considerable assurance now

that Pluto is smaller than 6,800 kilometers in diameter, increasing

our confidence in Kuiper’s visual measurement.

One other physical fact known about Pluto is its rotation rate.

The day on Pluto is a little over 6.3 Earth days. This is rather

slow rotation for a planet; only Mercury and Venus are slower, and

here tidal effects of the Sun might be responsible. Kuiper has

suggested that the slow rotation of Pluto could be accounted for

by assuming it was initially a satellite of Neptune (like Triton)

which later somehow escaped. The 6-day rotation period is com-

patible with a satellite orbital period about Neptune; in fact, it 1s

only slightly larger than Triton’s present orbital period about

Neptune. This interesting speculation is very difficult to check at

the present.

No atmosphere has been found for Pluto spectroscopically. It

is a terribly faint object for suitable observation, but the expected

low temperature is likely to freeze out gases like H.O, NHsg,

CO,, and perhaps even CH,. Not much of a gaseous atmosphere

would remain above the snows and ices expected at a 50 degrees

Kelvin (—220 degrees Celsius) temperature. The amount of solar

radiation reaching Pluto is less than a thousandth of that falling

on each square centimeter of the Earth’s surface. Nevertheless,

surprises have happened in planetary astronomy, so the case should

not be considered permanently closed.

Many of the perplexing questions concerning Mercury and

Pluto are not going to be easily answered. The techniques of

ground-based optical and radio astronomy are somewhat limited,

and although new information will be forthcoming, certain ob-

servations- perhaps of the presence of an argon—carbon dioxide at-

mosphere for Mercury or even an accurate mass for Pluto—will

probably come from spacecraft.

No probes are yet scheduled to fly past Mercury. However, the

duration of the trip would be moderate (less than a year) and

temperature control would be possible. Certainly solar cells could

be small, for there is plenty of solar power available. A Mercury

fly-by or orbiter could perform direct photography of the surface

and an occultation experiment hke that on Mariner IV could
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measure a possible ionosphere of charged particles near Mercury

and the density of its thin atmosphere. A fly-by could also measure

the expected small magnetic field of Mercury. There seems to be

no way at all to do this from the Earth’s surface. The magnetic

field measurement may shed some light on the history of Mercury’s

rotation period.

Space voyages to Pluto are for the distant future. The travel

time would be decades, and the use of solar power out of the

question. Probably a nuclear power plant would be required on

the probe. A view of the icy surface of distant Pluto from a close

vantage would be exciting enough, but to gather the results in this

case will require great patience. If and when such a venture is

attempted—-involving a voyage of more than 6 billion kilometers—

it would be well te plan it so that information could be obtained

from other heavenly bodies on the way.

i)CoOo



Raymond Hide

Raymond Hide was born in England and

educated at Manchester University in Physics

and Cambridge University in Geophysics

Since 1961 he has been professor of geophysics

and physics at MIT. Professor Hide ts dsrector

of the Geophysical Fluid Dynamics

Laboratory at MIT and 1 a member of

the Amencan Academy of Art and Sciences

and the Committee of Planetary Intenors

of the Space Sctence Board for the National

Academy of Sciences. Before joining MIT,

Profesor Hide was employed as a research

associate in astrophysws at the Yerkes

Observatory of the Unrversity of Chicago.

He has also been a sensor research fellow

in the Atomic Energy Research Establishment,

Harwell Berkshire, England, and a lecturer

in physics at King's College of the Unrversty

of Durham, Newcastle-upon-Tyne, England.



19

Fupiter

and

Saturn

RAYMOND HIDE

The main goal of planetary science is the eventual understanding

of the evolution of the solar system and the circumstances of its

birth. Many kinds of investigation are involved in acquiring the

knowledge necessary to achieve this goal, including purely theo-

retical studies as well as ground-based observations with telescopes

and other instruments. Recent advances in space technology have

given scientists a foretaste of the exciting and rapid progress to

be expected in the future from the use of instruments mounted on

space vehicles and on the surface of the Moon.

Nine tenths of the material of the solar system outside the Sun

itself goes into making up two of the planets, Jupiter and Saturn.

Most of the angular momentum of the solar system is tied to

Jupiter’s motion of revolution about the Sun, and Jupiter is the

only planet, apart from the Earth, known to possess a magnetic

field of its own and to be surrounded by Van Allen-type belts of

electrically charged particles. Jupiter and Saturn are associated

with two of the curiosities of the solar system, Jupiter’s Great Red

Spot and Saturn’s rings; and both, as compared with the other

planets, possess rich satellite systems. But perhaps the main reason

for regarding the study of Jupiter and Saturn as central to
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planetary science is that, unlike the other planets (including Earth),

Jupiter and Saturn may have the same chemical composition as

did the primordial material of the solar system. Knowledge of this

composition is of cardinal importance for planetary science and

cosmology.

JUPITER

Jupiter is the largest of the nine planets that revolve around the

Sun. Its diameter is 140,000 kilometers, eleven times that of the

Earth, and its mass is 2.5 times that of all the other planets put

together. It is not inappropriate, therefore, that this great planet

should be named after the king of the gods of Mount Olympus.

Jupiter is the fifth planet in order of distance from the Sun,

which it circles once every 11.8 years in an orbit lying between the

orbits of Mars and Saturn. The planet can profitably be observed

by the Earth-bound astronomer for about 10 of the 13 months

that elapse between successive conjunctions with the Sun. At con-

junction, when Jupiter and the Earth are at opposite sides of the

Sun, the two planets are separated by a distance of 965 million

kilometers, or 6.5 times the average distance of the Earth from

the Sun (a distance often called the astronomical unit). At

opposition, when both planets are on the same side of the Sun, they

are then separated by 4.0 astronomical units, At its faintest, when

its apparent diameter is 32 seconds of arc, or 1/57 that of the Moon,

Jupiter is a little fainter than Sirius, the brightest star in the sky.

At its brightest, when its apparent diameter is 50 seconds of arc

or 1/36 that of the Moon, Jupiter is twice as bright as Sirius.

With the exception of Venus, and occasionally Mars, Jupiter is

the brightest planet of all.

Jupiter possesses twelve satellites, more than any other planet.

A good pair of binoculars will reveal the four largest ones, first

discovered by Galileo in 1610, These are Io, Europa, Ganymede,

and Callisto, and they revolve around Jupiter at distances ranging

from 6 to 27 times the radius of the planet. Only in much more

powerful optical instruments can the eight remaining satellites of

Jupiter be seen. One of these satellites, Jupiter 5, lies closer to the

planet than the Galilean satellites, at a distance equal to 1.3 times

the radius of the planet. The seven remaining satellites revolve

about the planet at distances ranging from 165 times the radius

of the planet (Jupiter 6) to 340 times (Jupiter 9) and thus lie

beyond the Galilean satellites.
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The diameter of the smallest Galilean satellite, Europa, is 0.84

that of the Moon, or 0.23 that of the Earth. The diameter of the

largest Galilean satellite) Ganymede, is 1.46 that of the Moon,

and very slightly bigger than that of the planet Mercury. By com-

parison, the eight remaining non-Galilean satellites are very tiny

indeed, ranging from Jupiter 12 with a diameter of about 12

kilometers or only 0.0035 that of the Moon, to Jupiter 5, about

150 kilometers in diameter. It has been suggested that some of these

tiny satellites may have been captured by Jupiter from the belt of

minor planets or asteroids that revolve around the Sun in in-

dependent orbits lying between those of Mars and Jupiter.

Jupiter reflects back into space as much as 0.44 of the sunlight

incident upon it. In this property Jupiter is six times as effective as

the Moon and almost as effective as the planet Venus. The re-

flection takes place at the top of opaque clouds suspended in

Jupiter's atmosphere of hydrogen, helium, and methane gases.

These clouds, which are probably composed mainly of ammonia

crystals, shroud the underlying planet from view.

The broad features of Jupiter’s visible disk are revealed by

telescopes with apertures as small as 10 centimeters. That the

disk of the planet is not quite circular is readily perceived in such

a telescope. This oblateness is due to the rapid rotation of the

planet—once in less than 10 hours (the shortest rotation period

of any planet)—-which gives rise to centripetal forces that increase

the diameter of the planet at the equator and flatten the poles. The

observed oblateness is significantly less than it would be for a

planet of the same density throughout, showing that Jupiter is

highly condensed towards the center—much more, in fact, than

the Earth.

Larger telescopes with apertures exceeding about 30 centimeters

reveal many of the details of markings on the visible disk that are

only dimly seen in smaller instruments. The most prominent mark-

ings are the bright cloud zones, of which there are usually about

seven or eight. These zones run parallel to the equator and are

separated by darker belts. The belts and zones are not entirely regu-

lar: dark patches often appear on the bright regions and bright

patches on the dark regions, and the boundaries between the belts

and zones often take on a serrated shape.

The most striking marking of all is the Great Red Spot, which

occurs in Jupiter's southern hemisphere. This object was _ first
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observed by Robert Hooke and Giovanni Cassini during the second

half of the seventeenth century. It is elliptical in shape, having its

long axis along latitude 22 degrees. It occupies 24 degrees of

longitude and 12 degrees of latitude, and thus covers an enormous

area, roughly equal to that of the Earth’s surface, though only about

1 percent of the surface area of Jupiter.

Information on the rotation of Jupiter has been obtained by

studying the motion of markings on the visible disk. Though not

always the same, the rotation periods thus measured are always

several minutes under 10 hours. They vary with latitude in a

complicated way which is unsymmetrical about the equator, and

there is no doubt that these variations in rotation period are

manifestations of atmospheric motions. There is an eastward cur-

rent of about 100 meters per second extending from the equator

to latitude 7 degrees, approximately, in both hemispheres. At-

mospheric wind speeds in higher latitudes are about 2 meters per

second.

The rotation period of the Great Red Spot has undergone varia-

tions of as much as 30 seconds. These variations have been taken

by some theoreticians as evidence that the Spot is an object floating

in Jupiter’s atmosphere. Fortunately, there is no need to invoke

the existence of such an unusual object, which would be unlikely

to remain in the same latitude. Hydrodynamic theory shows that,

owing to the rapid rotation of the planet, quite a shallow “topo-

graphical feature” of the suiface underlying Jupiter's atmosphere

could disturb the atmospheric winds at all levels above it, giving rise

to a columnar disturbed region. ‘The Great Red Spot is probably

the other end of this column.

It is the tilt of the plane of the equator of a planet to the plane

of its orbit about the Sun that gives rise to seasonal variations

with the orbital period—a year in the case of the Earth. This tilt

for Jupiter is only 3 degrees, which is much smaller than for any

other planet, and seasonal effects should, therefore, be slight. Be-

cause Jupiter is the only planet whose orbital period is close to that

of the well-established, roughly 11-year cycle of surface activity

on the Sun, an obvious complication arises in distinguishing true

seasonal effects on Jupiter from effects that may result from inter-

actions between the Sun and Jupiter.

Although we do not yet possess very accurate information about

the color of Jupiter, there is no doubt that white, gray, yellow,
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orange, red, brown, and occasionally blue and green regions occur.

Though the Great Red Spot is on the average redder than the rest

of the planet, it has occasionally appeared to be gray. It has been

speculated that Jupiter’s colors are due to traces of certain metals

such as sodium or potassium in the ammonia crystals that make up

Jupiter’s reflecting clouds, or to the presence of certain free radicals

produced by electrical storms in Jupiter’s atmosphere or by ultra-

violet radiation from the Sun.

According to measurements of infrared radiation emitted by

Jupiter, the surface of the planet is quite cold, about minus 120

degrees Celsius. Nevertheless, the surface is significantly hotter

than it would be if solar radiation were the only form of energy

reaching it. It has been estimated that Jupiter's visible surface

receives at least as much energy from the interior of the planet

as it receives from the Sun. This calls for an internal energy source

about a hundred times more powerful per unit mass than that of

the Earth. This source could be accounted for quite readily in

terms of the conversion of gravitational energy into heat if Jupiter

is still slowly collapsing or accreting matter from outside. Alter-

natively, it would be necessary to postulate an extraordinary degree

of radioactivity in the small fraction—probably about 2 percent—

of Jupiter's mass that is made up of heavy chemical elements.

Variations in temperature across the visible disk are small, only a

few degrees Celsius, and are consequently difficult to measure ac-

curately. It will be important to establish whether or not color

variations are associated with these temperature variations.

The mass of Jupiter and some information on its distribution

with depth within the planet can be derived, using gravitational

theory, from the motions of its satellites. The average mass of

Jupiter per unit volume, or mean density, is 1.334 grams per cubic

centimeter. This value, though comparable to those of the other

major planets (Saturn, Uranus, and Neptune) and remarkably

close to that of the Sun, is only about one fourth the densities of

the comparatively small terrestrial planets (Mercury, Venus, Earth,

and Mars). This low mean density is evidence that the main con-

stituents of Jupiter are the light elements, hydrogen and helium.

Owing to Jupiter’s high surface gravity (2.6 times that of the

Earth) and its low surface temperature, thermal motions of even

the lightest of the constituent molecules of the gases of Jupiter's

atmosphere would never have been so great as to overcome the

215



pull of gravity. The relatively high mean densities of the terrestrial

planets are usually taken as evidence that, unlike Jupiter, these

planets are too small to be able to retain gases of the light ele-

ments in their atmospheres.

Owing to its great mass and comparatively low surface tempera-

ture, Jupiter is possibly a specimen of the primordial material of

the solar system. It is of cosmogonic interest, therefore, to obtain

knowledge of the chemical composition of the whole planet. In

principle this can be done by building theoretical models of the

planet. Thus, model planets are constructed by using the laws of

physics to calculate how the density, pressure, and temperature

would vary with distance from the center for a mass of material

equal to the known mass of Jupiter. Each model is characterized

by certain assumptions, including those made about the chemical

composition. There are many sources of error in the calculations,

including uncertainties about the behavior of matter at the very

high pressures (many millions of atmospheres) that prevail

throughout most of the planet. Models that are incompatible with

what is known about the density distribution within the planet

from studies of the flattening of Jupiter and of variations of the

orbital motions of the innermost satellites are rejected.

The most plausible of the remaining models suggests that, by

mass, 80 percent of Jupiter is hydrogen, 18 percent helium, and 2

percent heavier elements, that it possesses a deep, well-stirred at-

mosphere, and that, owing to the high prevailing pressures, it has

metallic properties from the center out to about 0.8 of the radius

of the planet. Although these models give the pressure and density

distribution within the planet fairly well, they are still incapable

of predicting accurate temperatures. For this reason, we do not

yet know whether Jupiter’s deep interior is solid or fluid.

The invention several decades ago of the radio telescope has

added a new dimension to astronomy. The radio astronomer studies

electromagnetic radiation from astronomical bodies on very much

longer wavelengths than those characteristic of visible light and in-

frared radiation. Electromagnetic radiation from Jupiter on wave-

lengths ranging from decimeters to decameters has many fascinating

and quite unexpected properties. On these wavelengths Jupiter is

one of the brightest radio sources in the sky, emitting much more

energy, by several powers of ten, than the thermal radiation to be

expected from a body of such size and distance with a surface
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temperature of minus 120 degrees Celsius. The decameter radia-

tion is emitted in intermittent bursts from relatively localized

sources. The frequency of occurrence of the bursts has been shown

to depend on the position in its orbit of the satellite Io.

Jupiter’s non-thermal radiation was discovered, by accident, as

recently as 1955. Since that time, intensive studies of the detailed

properties of this radiation have provided some very exciting results.

Although no entirely satisfactory theory of the radiation has yet

been put forward and the Io effect is particularly mysterious, there

seems to be no doubt that most of the radiation originates in belts of

electrically charged particles surrounding Jupiter. The electrons in

these belts are a thousand times more energetic than those trapped

in the Van Allen belts surrounding the Earth. The magnetic field

required to keep these charged particles in the vicinity of Jupiter

must come from within the planet. The strength of this magnetic

field at the visible surface of Jupiter may be about a hundred

times that of the surface magnetic field of the Earth.

Jupiter’s magnetic field is probably due to a self-maintaining

magnetohydrodynamic dynamo mechanism operating somewhere

within the planet. According to the theory of such dynamos, mo-

tions of an electrically conducting fluid can, under certain circum-

stances, Interact with a magnetic field in such a way as to pro-

duce the electric currents required to maintain the magnetic field

against agencies tending to destroy it. The possibility that the

magnetic field of Jupiter is produced by dynamo action in the

lower reaches of its atmosphere is consistent with the evidence

available, although it must be admitted that this evidence 1s

scanty and that new observations might change the picture con-

siderably. Contributions to Jupiter's magnetic field might also

arise from deeper down if the planet has a fluid core.

The theoretical discussion of Jupiter’s internal motions has only

just begun. This discussion promises to progress rapidly in the near

future as radio astronomers learn more about the properties of

Jupiter’s radio sources and fluid dynamicists extend the theory of the

hydrodynamics and magnetohydrodynamics of rotating fluids. Only

tentative explanations have been given of Jupiter's banded ap-

pearance, rapid equatorial current, Great Red Spot, and general

magnetic field. Making sense of these observations without doing

violence to the laws of physics is a fascinating study which should

add considerably in due course to our knowledge of the interior

217



of the planet. It has recently been shown, for example, that the

variable rotation period of the Great Red Spot can be taken as

evidence that the magnetic field in Jupiter’s lower atmosphere

may be twenty times as strong as the field at the visible surface.

SATURN

Saturn revolves around the Sun once every 29.5 years at a dis-

tance of 9.5 astronomical units, nearly twice that of Jupiter. It

was the most distant planet known in remote antiquity: Uranus,

Neptune, and Pluto have been discovered since the Middle Ages

with the aid otf telescopes and, in the case of Neptune and Pluto,

with the further aid of the theory of universal gravitation.

Saturn’s diameter of 113,000 kilometers is 0.82 that of Jupiter,

and its mass is 0.3 that of Jupiter. Though quite bright, Saturn is

fainter than Jupiter by a factor of about ten. Lying in the plane

of Saturn’s equator is a system of rings surrounding the planet,

ranging in diameter from 135,000 kilometers to 270,000 kilometers.

These rings are a very beautiful sight even in quite a small tele-

scope. Variations in the brightness of Saturn as seen from the

Earth are caused more by the varying angle of presentation of the

ring system than by variations in the distance between the Earth

and Saturn associated with the movement of the two planets in

their respective orbits.

Saturn has nine known satellites, although late in 1966 tentative

evidence was announced of a tenth and very tiny satellite in an

orbit lying closer to the planet than those of the others. The latter

nine revolve in orbits ranging in diameter from 4.1 to 220 times

that of the planet and thus lie outside the system of rings. Though

in many ways comparable with the satellites of Jupiter, Saturn’s

moons are somewhat larger. All of them have been given names:

in order of distance from the planet, they are Mimas, Enceladus,

Tethys, Dione, Rhea, Titan, Hyperion, Iapetus, and Phoebe. Titan

has the greatest mass and is second largest in size of all the

moons in the solar system. It is, moreover, the only satellite known

to have an atmosphere of its own.

In spite of the spectacular appearance of Saturn’s rings, their

mass is only 1/27,000 of that of the planet and 1/5 that of the

largest satellite, Titan. Although they are of great lateral extent in

the plane of Saturn’s equator, the rings are incredibly thin—only

16 kilometers. They are made up of an enormous number of dis-

218



crete rocky fragments of irregular shape, each less than a few

centimeters in size. Every fragment revolves around the parent

planet as a tiny independent satellite.

Certain regions of the ring system have been swept clean of

fragments by the gravitational pull of the nearest of Saturn’s

larger satellites, especially Mimas. Jupiter produces a similar effect

on the minor planets, or asteroids, that revolve around the Sun,

giving rise to the so-called “Kirkwood gaps” in the asteroid belt.

Although there is as yet no generally accepted theory of the

origin of Saturn’s rings, it is very likely that they are remnants

of a satellite which approached too close to be able to withstand the

disruptive action of the planet’s gravitational pull.

Saturn is comparable to Jupiter as a reflector of sunlight.

Like Jupiter, Saturn is enveloped in dense clouds of ammonia

crystals suspended in an atmosphere of hydrogen, methane, and

helium, and arranged in belts parallel to its equator. These belts

appear to be more regular than those on Jupiter. Spots and other

eruptions are relatively infrequent, and nothing quite comparable

with the Red Spot on Jupiter has ever been seen on Saturn. Color

variations on Saturn are much less pronounced than on Jupiter.

Transits of long-lived spots on Saturn yield rotation periods of

10 hours and 13 minutes near the equator and 10 hours and 40

minutes in mid-latitudes. Thus Saturn, hke Jupiter, exhibits evi-

dence of an equatorial current. The corresponding wind velocity 1s

400 meters per second in an eastward direction, four times faster

than that on Jupiter. This result has been interpreted tentatively

as evidence that Saturn’s atmosphere may be much deeper than

Jupiter’s.

Saturn’s surface temperature, according to infrared measure-

ments, is about the same as Jupiter’s, approximately minus 120

degrees Celsius. As with Jupiter, it is necessary to invoke a sub-

stantial source of internal heating to account for this surface

temperature.

Owing to its rapid rotation, Saturn is oblate, having an equa-

torial diameter over 10 percent greater than the polar diameter.

This degree of oblateness, half again as much as Jupiter's, is greater

than that of any other planet.

Saturn’s mean density is only 0.715 gram per cubic centimeter,

0.53 that of Jupiter. There is no other planet of such low density.

Theoretical studies suggest that Saturn strongly resembles Jupiter

in chemical composition and in internal structure.
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The radio astronomer who has observed Jupiter finds Saturn a

disappointing object. There have been recent reports of fleeting

radio bursts, but these are less frequent and much weaker than the

bursts from Jupiter and may, in fact, be spurious. Several possible

interpretations of these observations have been suggested. Saturn

may not possess a magnetic field capable of forming radiation

belts by holding electrically charged particles trapped in the

vicinity of the planet. Alternatively, if the particles in the radia-

tion belts of the Earth and Jupiter come from the Sun in the so-

called solar wind, the lack of radio emission from Saturn could

be accounted for by supposing that the solar wind does not reach

as far as Saturn. One interesting speculation is that the rings of

Saturn may prevent radiation belts from forming.

The study of Jupiter and Saturn is an important area of

scientific inquiry engaging the efforts of investigators of diverse

backgrounds, schooled in various disciplines. Present knowledge

of these two great planets, as outlined in this chapter, raises many

interesting questions, which in turn suggest crucial observations and

theoretical investigations. Many of the required observations will,

no doubt, be obtained with ground-based instruments, especially

if large new telescopes become available for constant use in

planetary work. But a number of important questions may not be

answered with certainty without the aid of space probes capable of

making measurements close to Jupiter and Saturn.

Such probes will take several years to reach their destinations

and communicate their observations back to Earth, an awesome

prospect. In addition to settling existing questions, thus deepening

our knowledge of the solar system, these space-probe observations

are bound to raise new questions, adding fresh excitement to

planetary science.
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20

Uranus

and

Neptune

GERARD P KUIPER

During antiquity and until well into the eighteenth century, it was

assumed that there were seven planets (Greek for ‘“wanderers’) :

the Sun, the Moon, Mercury, Venus, Mars, Jupiter, and Saturn,

after whom the days of the week were named. It was difficult to

believe that this would ever change.

The discovery of Uranus by William Herschel on March 13,

1781, “had the surprising effect of utter novelty. The event broke

with immemorial traditions, and seemed to show astronomy as

still young and full of unlooked-for possibilities.”! This event

occurred at the close of a century noted for its development of

calculus and celestial mechanics, which had succeeded in account-

‘ing for all observed complexities of planetary motion. It was a

development that, moreover, through its demonstrated perfection

had suggested a degree of finality.

Uranus was found to possess a nearly circular orbit at an

average distance of 19.2 astronomical units from the Sun. This

distance was comforting. It confirmed and extended the roughly

exponential law of Titius-Bode for planetary distances from the

Sun.

1Agnes M. Clerke, A Popular History of Astronomy during the Nine-
teenth Century (London: Adam & Charles Black, 1902), p. 5.
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The discovery of the next planet, Neptune, in 1846, was due not to

an accidental observation by an assiduous observer but, instead, to

brilliant theoretical prediction, based on perturbations in the orbit

of Uranus. The observed motion of the planet Uranus did not

seem to follow gravitational theory. New data increasingly showed

intolerable departures from Newtonian motion. The concept of

the irregularities being due to an unknown exterior body appears

to date back to about 1830, but no precise predictions of its location

were available until 1845 and 1846. These predictions led to the

discovery of the disturbing body on September 23, 1846, by J. G.

Galle of Berlin, who used the precise forecasts of position and

brightness by U. J. Leverrier of Paris. An independent parallel

effort in England led to somewhat earlier observations which,

however, remained unreduced until after Galle’s discovery had been

announced.

The discovery of Neptune led to repeated later attempts to extend

the planetary system one more step. The discovery of Pluto at the

Lowell Observatory in 1930 had been stimulated by such efforts,

although the discovery itself by C. W. Tombaugh was an empiri-

cal result based on a well-conceived, very thorough photographic

survey of most of the sky. Soon it was found that the mass of

Pluto is too small to have caused appreciable effects on the ob-

served positions of Uranus and Neptune. Pluto, in fact, appears

to be a body that is not only much smaller in mass but also different

in composition from Uranus and Neptune. It resembles, instead,

a large satellite, and it seems probable that Pluto was a satellite

that escaped from Neptune during the early history of the solar

system. This explanation is indicated by the strange nature of

Pluto’s orbit around the sun, for it intersects the orbit of its neigh-

bor Neptune. Thus, Uranus and Neptune, by their large masses

and nearly circular orbits, are the outermost objects now known

having unquestioned planetary status.

The effects of the discovery of Neptune on the reputation of

science were profound. “By it the last lingering doubts as to the ab-

solute exactness of the Newtonian Law were dissipated. Recondite

analytical methods received a confirmation brilliant and intelligible

even to the minds of the vulgar, and emerged from the patient

solitude of the study to enjoy an hour of clamorous triumph. For-

ever invisible to the unaided eye of man, a sister-globe to our earth
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was shown to circulate, in perpetual frozen exile, at thirty times

its distance from the sun.”

The scientific significance of the planets Uranus and Neptune is

heightened by the fact that both are attended by satellites. Uranus

has five known satellites, two of which (Titania and Oberon) were

discovered by William Herschel in 1787, two (Ariel and Umbriel)

by W. Lassell in 1851, and the fifth satellite (Miranda) by the

writer in 1947. All five satellites have orbits that are very nearly

circular and are situated in a common plane, which at the same

time is the plane of the planet’s equator. This common plane is

not, as one might have expected, nearly coincident with the planet’s

orbit around the sun, but instead is nearly vertically inclined to it.

Thus, as the planet moves about the Sun in its orbital period of 84

years, the satellite plane is seen edge-on from the Sun and from

the Earth on two occasions, 42 years apart. Such an edge-on

appearance occurred in 1966, with the next occurrence due about

2008. Such appearances obviously offer favorable occasions to

measure the precise inclinations of the satellite orbits as well as the

oblateness of the planetary disk due to its rotation. Because no

spots can be seen on the planet, the period of rotation must be

ascertained spectroscopically, by the Doppler shift of the re-

flected light observed along the planetary equator. In this manner

the observers at the Lowell Observatory found a period of rota-

tion of 10.7 hours, or 0.45 days.

Interestingly, the period of rotation of Uranus is similar to

that of the giant planets Jupiter (9 hours and 50 minutes, or 0.41

days) and Saturn (10.2 hours, or 0.43 days), both measured at the

equator. Jupiter and Saturn have a so-called equatorial accelera-

tion, as is true of the Sun, meaning that the equatorial zones re-

volve somewhat more rapidly than do the higher latitudes. It is

not known how this differential effect is maintained in the giant

planets. Nor is it known whether Uranus shares in this peculiar

property, because its disk is too small and too dim to allow a ready

spectroscopic determination of this effect.

Let us pause to consider this period of rotation of about 10

hours, common to the planets Uranus, Saturn, and Jupiter. This

period is rather small for bodies having such comparatively low

mean densities. Jupiter's mean density is 1.33 times water, Saturn’s

2Ibid., p. 82.

225



only 0.71 times, and Uranus’ 1.56 times. Consider a set of planets

whose mean densities are all equal to that of water but whose

periods of rotation vary in length. One finds that there is a limit

below which the period cannot go. If the limit were surpassed,

the centrifugal force at the equator would exceed the attractive

force of gravity, and the equatorial material of the planet would

fly off into space. For a planet of unit density this limiting period

is roughly 0.14 day or 3.3 hours; for a planet of higher density

the limiting period is lower, decreasing inversely as the square

root of the mean density. Thus the rotational periods of

the three planets are only about three times as long as the ab-

solute minimum compatible with stability. Because in the early

period of planet formation there could have been several mechan-

isms by which the forming planet could have shed an excessive

amount of rotational momentum and thereby lengthened its

period of revolution, it is not unreasonable to assume that the three

planets initially rotated considerably faster than at present and

that they, in fact, approached the danger limit. These planets may

thus have been surrounded by a disklike or sheetlike gas cloud in

which condensation took place. It is precisely this mechanism

that is assumed to have given rise to the very symmetrical and flat

satellite systems of these three planets, and in the case of Saturn

to its ring as well.

Because the inner satellites of Saturn are better known than those

of Uranus, owing to their greater brightness and greater proximity

to the Earth, I shall consider the Saturn system for purposes of

general orientation. The masses of its inner satellites are quite

well known, derived) from gravitational perturbations of long

periods that are evaluated from precise positional measurements.

The diameters of the Saturn satellites can also be determined: I

found them just measurable with the 200-inch telescope. The mean

densities can thus be computed and, for the inner two Saturn

satellites, are found to be somewhat less than that of water. The

colors of the satellites are white and the reflectivities exceedingly

high, close to unity. Apparently these bodies are composed largely

of snows, derived from water and ammonia. The two bright rings

of Saturn, called A and B, appear to be composed of snow also.

This was found by the writer from the infrared reflection spectrum

during several series of observations, beginning in 1948. Snow, while

white to the eye. has substantial absorptions in the near-infrared,
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beginning at about 1.5 microns. The thickness of the ring system

is probably less than 1 meter and actually probably around 10

centimeters. The inner satellites of Saturn and the ring therefore

resemble meteorological condensation products which formed in

the original extended atmosphere of the planet. It is very probable

that the same is true of the satellites of Uranus. These, too, are

brilliant white and their masses, known only approximately, are

compatible with the hypothesis that they are composed largely of

snows.

The difference between the Saturn rings A and B and the

Saturn satellites is merely that the rings are formed inside the so-

called Roche limit and the satellites outside this limit. The Roche

limit is the distance from the planetary center outside of which

solid or liquid masses can combine under the influence of their

mutual gravitation; inside the limit this is not possible, owing to

the preponderance of the planetary tidal force, which keeps the

masses apart. At the limit itself the separating power of the

planetary tidal force equals the mutual attraction of two small

masses in contact. The location of the Roche limit depends on

the bulk density of the condensate. If it equals that of the planet,

the Roche limit is 2.4 planetary radii from the planet’s center.

If the condensate density is less, the limit is farther out. Thus our

Moon would break up from the tidal forces of the Earth if it came

within 2.9 instead of 2.4 Earth radii from the center of the Earth.

The Uranus satellites are outside the Roche limit of Uranus,

which allowed them to form. The outer edge of ring A of Saturn

is 2.3 planetary radii away, and the first satellite, Mimas, is 3.1

radii away. This indicates that the bulk density of the ring ma-

terial is quite comparable in density to the planet, or 0.7 times

water. It could be slightly less but not appreciably more. This is

consistent with the previous conclusions about the consistency

of the Saturn rings.

We have now reached a point of extraordinary interest for our

general ideas on the formation of the planets and their satellite

systems. Why is it that the planet Saturn has rings but that none

are found around Jupiter and Uranus? The presence of the

Saturn ring and of Saturn’s satellite system, beginning almost im-

mediately outside the ring (3.1 planet radii for Mimas), shows that

the flat disk of cosmic material extending beyond the Saturn

equator was almost continuous from the planet itself to 10 or
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20 planet radii outward. Were the original protoplanet disks of

Jupiter and of Uranus constituted differently?

In the case of Jupiter the absence of a snow ring can be under-

stood. Jupiter is only half Saturn’s distance from the Sun and

therefore receives four times more solar energy per unit area.

Snows have the interesting property of being very cold compared

to silicates. They reflect three fourths or more of the solar radia-

tion received but they are excellent emitters in the infrared, so

that they cool themselves by radiation to a temperature of only

about 80 percent of that of silicates. Thus, the rings of Saturn

should have a temperature of approximately 60 degrees above the

absolute zero. At this very low temperature the evaporation rate

to a vacuum becomes excessively slow, almost imperceptible even

during the long history of the solar system. The rings and the

snow Satellites of Saturn are thus found to be essentially stable

against evaporation losses. This would not be true at the distance

of Jupiter. One can show that a thin ring like Saturn’s would

almost certainly have evaporated during geological time.

A further difference between Jupiter and Saturn appears to exist.

The innermost of the four Galilean satellites of Jupiter has a

density as high as 4.0 times water, while the other three satellites

have densities of 3.8, 2.4, and 2.1, respectively, indicating that

Jupiter was a powerful source of heat during the period of satellite

formation. It is therefore quite probable that Jupiter at no time

possessed a snow ring like Saturn’s. These arguments, however,

cannot apply to Uranus. This planet is twice the distance of Saturn

from the Sun, which would permit the preservation of a ring had

it ever existed, while the smaller mass of Uranus compared to

Saturn would have favored an even colder envelope. All we can

say is that no such ring for Uranus has yet been found and, if

present, must be exceedingly dim and rarefied compared to the

ring of Saturn.

Although the planet Neptune itself has close similarities to the

planet Uranus, as we shall see presently, the two satellite systems

stand in marked contrast. Uranus with its five satellites, moving

in one plane in a common direction, in nearly perfect circular

orbits, and in a plane that is also the equatorial plane of the

planet, presents a model of regularity and symmetry. Neptune,

with its two satellites, shows a system that is very disorderly.

The inner satellite is Triton, discovered by Lassell in 1846 only
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seventeen days after the discovery of the planet, It moves in a

nearly circular orbit which, however, is tilted 20 degrees to the

planet’s equator; this causes the orbital plane to precess like a top.

The rotation of the planet itself is retrograde, with the period of

about 16 hours. The motion of Triton is likewise retrograde, that

is, in the sense opposite to planetary motion in general. The second

satellite, Nereid, discovered by the writer in 1948, has a direct

motion inclined only 5 degrees on the planet’s orbit, but the

satellite orbit is highly eccentric, its distance to Neptune varying by

more than seven times. The period of Triton is 5.9 days, the period

of Nereid 360 days. This chaotic mechanical arrangement suggests

that something very drastic happened to the Neptune system in its

early history. The peculiar orbit of Nereid suggests that, while it

was probably formed as a satellite of Neptune, it was temporarily

lost by the planet to space and was subsequently recaptured in a

direct orbit, related to the Neptune orbit but not to the direction

of planetary rotation. This explanation is in common to that for

eleven other irregular satellites in the solar system. All of these

are assumed to have been first formed in proto-planet envelopes,

then lost to nearby interplanetary space as the proto-planet masses

decreased and the satellites spiraled outward, and, finally, recap-

tured in subsequent close encounters. Such encounters had to occur

sooner or later, owing to the intersection of the orbits of the

planets and their lost satellites around the Sun.

It is probable that Pluto, now an independent planet, was simi-

larly shed by Neptune but did not get recaptured during the life

of proto-Neptune. Nereid did get recaptured, but the proto-planet

was apparently no longer sufficiently dense to cause its highly

elliptical capture orbit to be rounded off to a nearly circular

shape. Pluto and Triton are not very different in dimension or,

probably, in mass. Triton may be a recaptured satellite, as have

stated, but its very nearly circular orbit suggests an alternative

explanation as a second possibility: that Triton was never lost but

that its orbit was disturbed by a close passage of an intruder into

the satellite system. This intruder may have been Pluto. It could

have passed through without itself having been captured, by trans-

ferring momentum to Triton at right angles to its orbit. This

could have left the orbit essentially intact but for the tilt of 20

degrees.

One final remark is in order on the “obliquities” of the outer
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planets—the angles between the planetary equators and the orbital

planes. This angle is 23.5 degrees far the Earth and 25.2 degrees

for Mars. For Jupiter it is only 3 degrees, for Saturn 27, for Uranus

98, and for Neptune 140 degrees. These occasionally high obliquities

pose a most interesting dynamic problem that appears to bear on

the process of planet formation because under present dynamic

conditions these obliquities cannot change appreciably.

The early history of the solar system appears to have consisted

of three periods.

1. A period of contraction of a prestellar cloud which led to

the formation of the proto-Sun in the center of the system and a

flat disk of cold gas and condensate surrounding it. This disk-

shaped cloud later broke up a gravitational instability into a

system of proto-planets. Each proto-planet gave rise to the forma-

tion of a single planet, normally accompanied by a satellite system.

2. The proto-Sun at the center gradually heated up and even-

tually went through a phase of very high luminosity, even in excess

of the present brightness of the Sun. This high-luminosity phase

stripped the ifmer planets of their extensive gaseous envelopes,

composed mostly of hydrogen and helium, and appreciably de-

pleted the hydrogen and helium contents even of the planets of

intermediate size, Uranus and Neptune. The largest planets,

Jupiter and Saturn, suffered the smallest losses.

3. The geological phase, lasting till the present, during which

the planets evolved mostly by their own internal processes and

when no major dynamic or physical alterations were imposed either

by the Sun or by other planets through perturbations.

It is concluded that the obliquities attained their present magni-

tudes during phase 2 of this evolution because solar heating and

resulting mass loss by the planets could have introduced large

increases in the obliquity. On this basis, the obliquities observed

for the majority of planets can be understood, but Neptune, with its

retrograde rotation, requires a separate explanation. It is possible

that the curious obliquities of Uranus and particularly of Neptune

result from a close stellar encounter with the solar system during

its proto-planet phase or, alternatively, that a peculiar system of

turbulent eddies existed in the outer portions of the solar nebula.

While the satellite systems of Uranus and Neptune are oppo-

sites, exemplifying perfect order and extreme disorder, respectively,

the planets themselves are remarkably similar. This apparently
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stems from the similarity of the two masses, 14.6 and 17.3 times

that of the Earth, respectively. Their similar location near the

outer edge of the planetary system is probably a lesser factor. This

generalization is based on a planetary survey from which it appears

that total mass, rather than distance from the Sun, is the prime

factor in determining planetary composition. Dependence on mass

is attributed to the evolution of proto-planets, which are assumed

to have been essentially of solar or cosmic composition. Thus, in

spite of process 2 above, the large proto-planets were able to produce

planets of essentially solar composition, whereas small proto-planets

lost all the volatile substances and prodwced cinder-type planets,

basically composed of silicates and iron. The terrestrial planets are

thus at one end of the scale, the giant planets Jupiter and Saturn,

of essentially solar composition, at the other. Uranus and Neptune

are intermediate.

Before we consider what has been inferred about the internal

structure of Uranus and Neptune, I shall review the direct evi-

dence on the composition of their atmospheres. Spectral analysis

of planetary atmospheres is a very potent tool because it leads to

conclusions not only about the atmospheric compositions but also

about atmospheric temperatures and pressures. The temperature

and pressure data are derived from the detailed structure of ab-

sorption bands produced by the atmospheric gases observed in the

reflected sunlight. The spectra of Uranus and Neptune have an

extraordinarily rich structure. Numerous strong absorption-band

systems are present which increase in intensity as one moves from

the green to the red. In the near-infrared they are so strong that

only small islands of reflected sunlight remain. The strong absorp-

tions in the orange and red cause the visual colors of Uranus and

Neptune to be peculiar. Uranus has a light-bluish color whereas

Neptune is greenish blue. This small color difference is caused by

the even stronger orange and red absorptions in the Neptune

spectrum as compared to that of Uranus.

The strongest absorption bands in the visible part of the Uranus

and Neptune spectra—those responsible for the colors of these

planets—are due to methane. They were first observed in visual

spectroscopes nearly a century ago by A. Secchi in Italy and W.

Huggins in England. The first good photographic records, showing

much more detail and extending into the near-infrared, were ob-

tained by V. M. Slipher at the Lowell Observatory in Arizona some
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sixty years ago. R. Wildt in Germany found in 1931 a few absorp-

tions in the Jupiter spectrum to be due to ammonia and the strong

bands common to Jupiter and Uranus to be due to methane.

T. Dunham obtained greatly improved spectra of Jupiter, Saturn,

and Uranus in 1932-33 with the powerful 100-inch Mt. Wilson

telescope and added laboratory comparison spectra with a 40-

meter absorption tube. He confirmed Wildt’s identification of the

visible and near-infrared absorptions in these outer planets. A new

era in planetary chemistry was thus inaugurated, with the gradual

recognition that the Earth and possibly Mars and Venus have

oxidizing atmospheres and the giant planets reducing atmospheres,

that is, atmospheres that are hydrogen-rich and thus contain

saturated hydrogen compounds, ammonia (NH,), methane (CH,),

and probably water (H,O) in the deeper and warmer layers. It

became increasingly clear that the contrast between the terrestrial

and the giant or Jovian planets is a direct consequence of the

planetary composition, which, in turn, is determined by the initial

proto-planet mass. A large mass was able to retain even the light

gases, hydrogen and helium, which make up 99 percent of the

weight of cosmic matter; smaller masses were nearly completely

deprived of them, primarily during the very brilliant phase of the

Sun immediately following its formation as a star.

The question now arises whether Uranus and Neptune show

absorptions in their atmospheres due to constituents other than

methane. Ammonia is observed only in Jupiter, apparently be-

cause it is frozen out at the very low temperatures prevailing in

the atmospheres of Uranus and Neptune. For the same reason,

but even more strongly, water vapor is absent in these spectra. One

other constituent has been observed in recent years, however—

namely, molecular hydrogen, which we would expect to be present

in enormous abundance. The first such observations were made by

the writer in 1946, and these disclosed a curiously shaped absorp-

tion in the near-infrared that in 1952 was attributed to hydrogen

gas under high pressure. The normal red and infrared spectra of

molecular hydrogen are “forbidden” because of the symmetry of the

hydrogen molecule, composed as it is of two identical atoms.

Hydrogen under pressure, however, undergoes certain asymmetries

that permit the normally forbidden spectrum to appear faintly.

The strength of the absorption is a measure of the pressure to which

the hydrogen gas is being subjected. These pressure-induced ab-
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sorptions would be totally invisible were it not for the fact that

hydrogen is so extremely abundant in the atmospheres of Uranus

and Neptune and, further, that these atmospheres are essentially

free of condensation products down to very great depths.

Jupiter and Saturn also contain vast qualities of hydrogen in

their atmospheres, but the penetration into these atmospheres is

limited by the condensation products of ammonia, which cause

impenetrable cloud covers on these planets. The spectra of Jupiter

and Saturn are thus due to the sunlight reflected by these cloud

covers, with absorptions added as caused by the atmospheric gases

above the clouds. Because of the much lower temperatures in the

Uranus and Neptune atmospheres, the ammonia cirrus cloud deck

will be situated so far down in the atmosphere that visual penetra-

tion is no longer limited by the clouds but instead by the molecular

Rayleigh scattering in an almost hazefree atmosphere. This situa-

tion has some interesting consequences that are troublesome to

the spectroscopist: in strong absorption bands we see down to only

a comparatively shallow depth, but in weak bands our vision

penetrates deeply. The composition of the planetary atmospheres

therefore cannot be determined from measures of band strengths

and simple comparisons with corresponding laboratory measures,

but requires rather complex analysis involving the scattering

properties of an immense atmosphere.

Analysis of the pressure-induced absorptions due to hydrogen

has given the following approximate model, published in 1952,

for the average of the visible Uranus and Neptune atmospheres

(which are very similar): 135 kilometer-atmospheres of hydrogen,

370 kilometer-atmospheres of helium, and 3 kilometer-atmospheres

of methane. The pressure at the base of this column is about 9

atmospheres (terrestrial). The mean molecular weight is about

3.55 (hydrogen is 2.0, helium 4.0, methane 16). More recent

work has not basically altered these conclusions, though the

methane content may be slightly higher.

Let me now turn from the atmospheres of Uranus and Nep-

tune to the bulk compositions of these planets. These compositions

are, of course, not directly accessible to observation. The procedure

rests on the use of measured bulk quantities—namely, planetary

mass, diameter, and mean density—to test models based on

plausible physical assumptions. Thus one may consider, first, whether

the above observations can be satisfied if we assume that the
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planet is composed of solar material, that is, approximately 80

percent by weight of hydrogen, 19 percent by weight of helium,

and a mixture of heavier elements based on analysis of the solar

atmosphere. To carry out this examination requires knowledge

of the physical properties of hydrogen and helium under the

very high pressures that must exist near the centers of these planets.

Such theoretical information is now available with reasonable

accuracy. It is found that no self-consistent models of Uranus

and Neptune can be constructed on the assumption of solar or

cosmic composition. In this respect these planets differ drastically

from Jupiter and Saturn, where the cosmic composition model

appears to be a close approximation.

Next, one may attempt to satisfy the observations by a modified

mixture of elements, in which the hydrogen and helium contents

are suitably decreased. Such analyses have been carried out

during the past decade. Results published in 1965 suggest that

Uranus has a rock and metal core contributing about 10 percent

of the total planet mass; for Neptune the derived figure is 11

percent. The bulk of the planet mass is found to be in the form

of ice, mostly contributed by H,O. An outer shell of hydrogen,

helium, and neon gases, amounting to some 16 percent by weight

for Neptune and 20 percent for Uranus, completes the model.

These values are still quite provisional but probably correct as to

order of magnitude.
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Asteroids,

Comets,

and

Meteors

JOHN A. WOOD

Besides the nine well-known planets that circle the Sun, and their

satellites, the solar system contains a great deal of (metaphorical),

chaff or debris—vast numbers of small bodies also in orbit about the

Sun. These are the asteroids and comets, commonly less than

one ten-thousandth as massive as our Moon. Scientific interest

in them is quite out of proportion to their size: we may be able

to learn more about the origin of the solar system from asteroids

and comets than we can from the larger planets.

The asteroids are minuscule planets that orbit in the space

between Mars and Jupiter, just at the dividing line in the solar

system inside of which the dense, terrestrial planets occur and out-

side of which are the low-density, gas-rich major planets. About

two thousand (1,660, to be more exact) asteroids have been

identified, but this is known to be only a small fraction of the

total asteroid population. Most of them travel in orbits of low

eccentricity and inclination, not very different from the orbits of

the larger planets, and they stay outside the orbit of Mars. How-

ever, a few travel in more eccentric orbits. Forty-two are known
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to cross inside Mars’ orbit at perihelion, and eight of these even

cross the Earth’s orbit.

Only four asteroids are large enough to appear as disks of light in

a telescope. These are named Ceres, Pallas, Vesta, and Juno. The

others are simply points of light. Diameters of the four disks can be

measured: they range from 770 kilometers, about the size of Spain

or France, down to 193 kilometers. Because we have no knowledge

of the masses of these asteroids, their densities cannot be computed.

But their surfaces have substantially the same optical properties—

reflective power, color, and tendency to scatter and polarize light—

as the lunar surface, and so it seems safe to conclude that they

are composed of dense rocky material as the terrestrial planets are.

We have no direct knowledge of the sizes of the rest of the

asteroids, those that are visible only as points of light. But the

brightnesses of many are known; they were measured at the

Yerkes and McDonald Observatories by Gerard P. Kuiper and his

co-workers, who completed a monumental survey of the asteroids

in 1957. The bigger an asteroid is, the brighter it must appear,

and so brightnesses can be converted to sizes if the reflective

efficiency or albedo of the asteroidal material is known. The

albedos of the four largest asteroids have been measured; if we

assume the rest of the asteroids to have the same albedo as the

average of these, then the following can be said about the total

asteroid population: there are about 14 asteroids of diameter larger

than 100 kilometers, about 300 asteroids larger than 30 kilometers,

and about 2,000 larger than 17 kilometers. The dimmer and smaller

asteroids are, the more abundant.

Asteroids much smaller than these cannot be seen in the tele-

scope, but if we may extrapolate from the foregoing relationships,

there must be some 3 million asteroids greater than | kilometer in

dimension, and very approximately a million million objects

larger than 7 meters. These colossal numbers make it sound as

though the solar system consists mostly of asteroids, but if we sum

the masses of all of them, we find that it amounts to only about 3

percent of the mass of the Moon.

Curiously enough, the brightness of many asteroids is not con-

stant but varies periodically. They brighten and dim every few

hours. This has been interpreted to mean that they are not spherical

in shape, but are irregular oblongs, spinning in space. As a broad

face turns into view, the asteroid appears brighter than when we
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see it end on. When the asteroid Eros passed near the Earth in

1931, its oblong shape could actually be observed. It was about

22 kilometers long and 6 kilometers thick.

These irregular shapes are thought to mean the asteroids are

fragments, pieces of some larger planet or planets that have been

disrupted, probably by colliding with one another. Certainly, col-

lisions between the present asteroids must often occur. The popula-

tion distribution of asteroids—the relationship of abundances to

dimensions—takes the same form as the comminution law, the

mathematical expression that predicts the sizes of particles yielded

by industrial rock-crushing machines. The Polish astronomer S. Pio-

trowski has calculated that the average asteroid suffers a crushing

collision every few hundred million years. The asteroid belt acts

as a giant grinding mill, perpetually reducing the asteroids to

smaller and smaller size. Piotrowski estimates that this process

yields several thousand million tons of fine material—dust and sand

and pebbles, so to speak—every year.

Not much can be said about how many asteroids were présent

in the beginning, before the crushing began. There is a break in

the population distribution of asteroids, and G. P. Kuiper has

suggested that most of the hundred or so larger asteroids that

fall on one side of the break may have originally been planets,

more or less undamaged, while the abundant smaller asteroids to

the other side of the break are collision fragments. Perhaps there

were no more than a few hundred asteroids when the solar system

was formed.

Comets are about as different from asteroids as they can be.

For example, their orbits are not as nearly circular as most as-

~ teroids’ are. Some, the periodic comets, travel in elongated ellipses,

typically reaching perihelion near the orbit of Earth or Mars, then

swinging out to aphelion beyond Jupiter. About a hundred of

these have been discovered. Others, the near-parabolic comets, fall

toward the Sun from vastly distant regions of interstellar space,

from as much as a light-year away. Usually they swing around

the Sun and then vanish back into the depths of interstellar space,

never to return. Several hundred of these have been recorded.

There is another significant difference between comets and

asteroids. The great majority of asteroids stay near the plane of

the ecliptic and have direct motion, that is, they orbit the Sun in

the same direction as the principal planets. Comets, on the other
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hand, approach the Sun from more or less random directions, both

in and out of the plane of the ecliptic, and roughly half of them

orbit the Sun in a retrograde direction.

The appearance and behavior of comets and asteroids is quite

different. Asteroids are simply small lumps of inert planetary

matter, reflecting sunlight. Comets have diffuse heads and long,

sometimes strikingly beautiful tails. Both heads and tails are

caused by gases and small solid particles, streaming out from the

center or nucleus of the comet.

Neither the head nor the tail is present while a comet is far

from the Sun. The head, or coma, typically appears after a comet

has passed well inside Jupiter’s orbit. What we see consists mostly

of neutral gas molecules—compounds of carbon, nitrogen, hydro-

gen and oxygen—moving away from the nucleus at something like

one kilometer per second. Sunlight excites these gases and causes

them to fluoresce, emitting light at wavelengths characteristic of

the molecules present. Spectrographic studies of comet heads and

also tails have given us a fragmentary knowledge of the molecules

that comprise them. Visible comet heads can be huge, up to a

million kilometers in radius on occasion.

Tails usually appear about the time a comet crosses the orbit of

Mars. Often two tails are displayed: a gas tail and a dust tail.

The gas tail consists of ionized molecules; the spectra observed are

again of compounds of carbon, nitrogen, hydrogen, and oxygen.

The tail points straight out from the nucleus and away from the

Sun, whether the comet is coming or going; it does not trail out

behind the comet as it moves through space. Apparently the solar

wind, that perpetual flux of protons and other ions that streams

outward from the Sun at velocities of roughly a thousand kilo-

meters per second, is responsible for comet tails; it ionizes the gas

molecules, and pushes them along, away from the Sun. But just

how it does this is poorly understood. A simple collision process

between solar ions and cometary molecules has been shown to be

inadequate. It seems likely that a coupling of magnetic fields is

involved—magnetic fields embedded in the solar wind plasma and

in the tail gases. Tail gases stream away at speeds of tens or hun-

dreds of kilometers per second and often stretch to lengths of

twenty or thirty million kilometers.

Cometary nuclei shed small solid particles as well as gases, and

the pressure of sunlight pushes the smallest of these, the “dust,”
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outward and away from the Sun, forming them into a dust tail.

If light pressure were the only force acting on them, they would

stream straight out like the gas tail, and would mingle with it.

But they are also strongly influenced by gravitational forces, and

the interaction of light pressure and gravity gives rise to gracefully

curved dust tails. Reflection of sunlight from the dust makes these

tails visible; the optical properties of the reflected light allow us to

deduce particle sizes of the order of one-thousandth of a milli-

meter. Fred L. Whipple of the Harvard College Observatory has

estimated that comets shed about a thousand million tons of dust

into the solar system each year, an amount comparable to Piotrow-

ski’s estimate of the asteroidal contribution.

What about the nucleus itself? This is a tiny object, only a few

kilometers in dimension. It reflects sunlight and appears as a bright

spot in the center of the coma. Whipple has theorized that the

nucleus is an icy conglomerate or, more graphically, a “dirty snow-

ball”: a mixture of ices of various compounds, probably including

water and ammonia, and of dust and larger solid particles of

earthy composition. The theory is unproven but seems almost cer-

tainly correct; only the sublimation of ices and release of em-

bedded solid matter, as a comet nears the Sun and is warmed by

it, seem capable of explaining the steady streaming away of matter.

This means, of course, that comets gradually waste away; after a

number of passes near the Sun, their ices must be exhausted and

their dust dispersed: they cease to exist. The mean lifetime of

comets is not known, but an average of the estimates of various

writers comes to about a hundred passes.

The origin of comets is a great puzzle. Apparently all of them

first come to us in near-parabolic orbits. A few are gravitationally

perturbed by passage close to planets, and their orbits are changed

into closed ellipses. These are then periodic comets, revisiting the

Sun until it destroys them. An object traveling in a parabolic orbit

never reaches aphelion: it simply approaches a zero velocity as it

recedes to an infinite distance from the Sun. An object held nearly

motionless a vast distance from the Sun and then allowed to “‘drop”

toward it would approach the Sun in a parabolic orbit, and ap-

parently this is how the comets come to us. H. J. Oort of the

Leiden Observatory in the Netherlands has concluded that the

solar system is surrounded by a vast number of cometary ice

masses, 100 billion of them. These form a huge cloud, roughly a
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light-year in radius, about the Sun, Ordinarily comets within the

cloud are moving very slowly, or hardly at all, relative to the Sun;

but from time to time some of them are gravitationally perturbed

by neighboring stars, and of these a fraction are given pushes

toward the inner solar system, enough to cause them to fall around

the Sun in near-parabolic orbits.

Oort’s model raises as many questions as it answers. How did

this cloud of comets come into being? Apparently it is not fed

from interstellar space or from other stars, for then the comets

would not be hanging nearly motionless in it. They would have

substantial velocities relative to the Sun, and those that fell around

the Sun would travel in hyperbolic, not parabolic, orbits. Hyper-

bolic orbits are not observed, other than those accounted for by

planetary perturbations. It appears that comets are truly creatures

of the solar system, in spite of their present remoteness from it.

G. P. Kuiper in the United States and B. Y. Levin of the Soviet

Union believe that the comets condensed in the outer reaches of

solar system at the time when the planets themselves were forming.

Subsequently, perturbations by Neptune hurled them away from

the solar system. Those that were thrown at near-parabolic ve-

locities ended up in Oort’s comet cloud.

We have seen that decaying comets and colliding asteroids are

perpetually adding dust to the solar system. It might seem that

the plane of the ecliptic would become clogged with dust. In fact

there is a dust cloud, and sunlight reflected from it causes a zone

of very faint illumination that follows the ecliptic plane across

the night sky. This is called the zodiacal light. But there are

processes that remove dust from space as well: solar light pressure

“blows” the smallest particles (less than about one thousandth of a

millimeter) away from the solar system; larger fragments, up to

a few centimeters, are slowed in their orbits and sent spiraling

into the Sun by the Poynting-Robertson effect;! and the planets

tend to capture particles of all sizes. So it is likely that the zodiacal

cloud has reached a steady state by now, with dust being removed

from it about as fast as it is added.

1Poynting-Robertson effect: small orbiting bodies absorb and re-emit

solar energy. Re-emission is in all directions, but radiation sent out ahead of

a moving body is crowded together, its wavelength slightly shortened. Con-
versely, the wavelength of radiation sent backward is stretched out. These

wavelength shifts have the effect of exerting a slight drag on small orbiting

bodies and slowing their motion.
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If dust particles and small fragments are abundant in the inner

solar system, then the Earth must continually be colliding with

them and capturing them. The collision velocity is always at least

11 kilometers per second, for the gravitational attraction of the

Earth alone guarantees this much. If the particles have been

traveling in elongated cometary or asteroidal orbits, encounter

will be at 20 to 30 kilometers per second. Particles entering the

Earth’s atmosphere at such high velocities are heated to incan-

descence by friction with the air, and in some cases they are melted

or vaporized. When this happens we see a momentary streak of

light in the upper atmosphere: a meteor.

There are shower meteors, which fall at particular times of the

year; examples are the Perseid meteors, about August 12, and the

Geminids, about December 12. There are also sporadic meteors

that appear all during the year. Meteors can be observed with

telescopes or by radar. Careful studies of meteor trails and the

rate at which the atmosphere is able to decelerate the meteoroids

have shown that two fundamentally different types of objects are

entering the upper atmosphere.

One type has the strength and mass density of normal planetary

matter. These objects are abundant among the very bright, large

meteors and fireballs. They fall sporadically, and almost certainly

are asteroidal fragments.

The other type is fragile and has a low net mass density, less

than that of water. Apparently these particles consist of porous,

skeletal material. They give rise to almost all the faint meteors,

high in the atmosphere. All the shower meteors and most sporadic

meteors are caused by this type of material. It is certainly cometary

in origin. Many of the periods of shower activity occur when the

Earth passes through the orbital paths of known comets.

Very large meteoroids, hundreds of grams or more, are able to

make their way through the atmosphere without being totally

destroyed. Air friction melts their surfaces, but little heat has a

chance to penetrate to their interiors. Almost two thousand of

these have been collected on the Earth’s surface and saved over

the years: they are the meteorites. All are of dense rocky or

metallic material, and they fall sporadically. None of the low-

density cometary material has made its way down and been re-

covered. Thus the meteorites are probably pieces of asteroids, al-

though Harold C. Urey of the University of California has sug-
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gested that some may have been derived from the surface of the

Moon, thrown out by impacting asteroids or comets.

At present meteorites are the only samples of extraterrestrial

material that we can get our hands on, to analyze and study by

all the techniques of chemistry and mineralogy. In later years we

will have samples of the lunar and possibly the Martian surface,

but for the time being meteorites occupy a unique position. This

is ample justification for the programs of meteorite study that are

presently being conducted, but there is an even better reason.

Radioactive dating has shown that the meteorites are very old,

in the sense that they have been preserved essentially unchanged for

a very long time—about 4,600 million years, No terrestrial rocks

have survived change this long because rocks in the Earth’s crust

are continually being destroyed and reconstituted by various

processes, especially melting and weathering. But meteorites

seem still to have characteristics that were impressed on them

in the very earliest years of the solar system.

The iron meteorites and some stones are igneous in character,

and tell us of a time of high temperatures and melting that af-

fected the newborn planets. The chondritic stony meteorites, on the

other hand, seem to be undifferentiated and possibly even primor-

dial planetary matter—still in the same state the planets assumed

when they first accreted. It appears that a great deal can be

learned about the processes that formed the terrestrial planets

and shaped their early history from studies of meteorites.

Let me now return to the asteroids and comets and ask how

fruitful it might be to use rocket-borne space probes to approach

them and to study them at close range. We can contemplate ex-

periments at three levels. First, a spacecraft could be made to pass

very close to an asteroid or comet, to take a close look at it.

Second, a spacecraft might be made to land on the object, attach

itself to it, perform analyses of various sorts, and radio the data

back to Earth. Finally, we might consider a spacecraft that would

land, take a sample, and then bring it back to Earth.

The fly-by experiment would not be difficult; it should be no

harder than the Mariner IV mission that sent back pictures of the

Martian surface. The other two experiments are obviously much

harder, not only because of the delicacy of the landing maneuver

but because asteroidal and cometary orbits are so different from

the Earth’s. A very radical change has to be made in the space-
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craft’s velocity vector after it is launched if it is to approach an

asteroid or comet slowly enough for a safe landing. This means

that a great deal of thrust has to be provided, and so a powerful

rocket system would be required. However, such a mission ap-

pears to be marginally possible if a particularly favorable asteroid

or comet is chosen and if a large booster rocket of the Saturn

type can be allocated to it.

My own view is that a great deal more could be learned from

comets than from asteroids by means of space experiments. In

part this is because we are so ignorant of comets: there are more

questions and puzzles about them than there are known facts,

whereas asteroids seem to be fairly straightforward fragments of

orbiting planetary matter. Also, since the meteorites have already

been studied in detail, and samples of the lunar surface (at this

writing) soon will be, it is probably true that the cream will al-

ready have been skimmed from the data that an asteroid probe

would return. A sample returned at great labor and expense

from an asteroid would in all likelihood turn out to be very similar

to the meteorites in our collections. A comet sample, on the other

hand, is certain to be quite different from anything we have ever

seen before.

The prospect is indeed intriguing that we might one day be

able to study material that has spent most of its life a light-year

away from the Earth. It has been suggested that comets are

samples of primordial material of the type that went to make up

the major planets, Jupiter, Saturn, Uranus, and Neptune: this

would make them counterparts of the chondritic meteorites, which

appear to be primordial samples of the terrestrial planets. Both

kinds of primordial material should have a fascinating story to

tell.
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T he

Optical

Universe

ARTHUR D. CODE

The ultimate task of the astronomer is to describe the nature of

the physical universe—that is, to determine the present distribu-

tion and state of matter and energy in the universe and to inquire

into its origin and evolution. The partial picture that is revealed by

the light received in the visible region of the spectrum is what we

call here the optical uniwerse. The studies of the optical universe

extend back to the earliest scientific inquiries of man.

It is only recently that instruments have been devised to extend

man’s senses beyond the limitations of his eyes, into the long-

wavelength region of the radio spectrum and the short-wave

X-rays. Our present knowledge of the physical universe results

from a synthesis of the information provided by all these studies.

In this discussion we shall be primarily concerned with the in-

formation derived from visible light—namely, the radiation that

we can see. As a useful starting point let us consider a question

frequently asked of an astronomer: How far can we see?

On a clear night you can easily see the great spiral nebula in

Andromeda. This object, a galaxy similar to our own Milky Way,

is some 20 million million million kilometers away. The light that

falls upon our eyes today started its journey through space about
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2.25 million years ago. Among the faintest images on photographic

plates taken with the large reflecting telescopes are objects some

thousand times more distant still, and it is believed that many of

the sources measured with radio telescopes extend man’s view

even further out into space and back in time. In years past,

when the skies were darker and clearer than they are today in

our industrialized civilization, the ancient Greeks also looked at

Andromeda, but had no way of appreciating the extent of their

vision. They lacked the tools required to extend their senses and,

more important, almost the entire body of physical theory which

has been developed only in the last 350 years. Indeed even

Kepler, whose laws of planetary motion finally displaced those of

the ancient Greeks, believed that all the stars were contained in a

not too distant sphere only a few kilometers thick. Nor did he

realize that the Sun was a hot gaseous sphere some hundred times

the diameter of the Earth and the stars were other distant suns,

many smaller and some much larger than our own Sun.

How man has extended his investigations further and further

beyond the boundaries of his tiny world is a story of advancing

technology and bold new ideas. In one sense, however, it is a very

simple story, for with the exception of the exciting prospects of

exploring the solar system with space vehicles, the astronomer

is restricted to observing the radiation received from celestial

objects. He cannot perform experiments in the same way as

physicists or chemists. The analysis of this light or electromagnetic

radiation consists of determining the direction of propagation, the

intensity, the spectral distribution, and the state of polarization

of this radiation as functions of time. All of observational as-

tronomy may be described in terms of one or more of these types

of measurements.

The astronomical telescope is designed to collect light and to in-

crease the precision with which the direction from which it is

coming can be determined. The larger the diameter of the tele-

scope, the more radiation can be collected, which in turn means

that fainter objects may be observed or more detailed analysis can

be carried out on the brighter objects. Auxiliary instruments such

as photographic plates, spectrographs, and photocells make it pos-

sible to increase the precision of the measurements and extend them

to the ultraviolet and infrared regions of the electromagnetic

spectrum, where the eye is not sensitive. The conceptual tools of
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the astronomer are the basic laws of physics determined by experi-

mentation here on the surface of the Earth. It is assumed that the

physical theory appropriate to terrestrial experience may be applied

elsewhere in the universe, an assumption that is then checked when-

ever possible. Our understanding of the nature of the physical

universe is therefore based upon the interpretation by theory of

the radiation received from celestial objects.

How do we determine the distances to stars and to galaxies? The

distance to the nearer stars is found by accurate measurements of

the direction from which their light arrives. This measurement,

called a trigonometric parallax, is similar to the technique often

employed by surveyors in mapping parts of the Earth. If many

photographs are taken of a star field over the course of a few

years, the nearer stars appear to move back and forth with a

period of one year due to the orbital motion of the Earth about

the Sun. Indeed, the motion of the star is just that which would

be displayed by the Earth as seen from the distant star. This an-

gular displacement is small but measurable for the closest stars and

undetectable for the more distant objects. The direct trigonometric

method fails when the distance exceeds about 100 light-years.

One way of extending our measurements to greater distances

depends on measuring the intensity of stellar radiation. We know

that as the distance of a light source is increased its brightness

decreases. In fact, its brightness varies inversely as the square of

its distance. Thus if two stars were of the same intrinsic luminosity

but one was ten times as far away, this more distant star would be

one-hundredth as bright. If all stars were of the same intrinsic

luminosity, we could determine stellar distances simply from their

apparent brightness. Near the close of the eighteenth century

William Herschel applied this technique by assuming that all stars

are similar in brightness to the bright star Sirius. Within the

framework of this approximation, he was able to determine the

distances of stars in units of the distance to Sirius and found that

the stars formed a flattened system concentrated to the Milky

Way, and that the Sun was located some distance from the center.

This picture is basically correct although, as Herschel himself

must have realized, the assumption that all stars are of the same

luminosity is very far from the truth. Some stars emit a million

times as much light as the Sun while other small cool stars barely

radiate at all. This being the case, how are we to apply this

brightness technique of measuring distances?
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There must be a method of independently determining the in-

trinsic luminosity of a star. Some stars show periodic variations in

brightness. From their light curves, or variation of brightness with

time, it has been found that some of these variables are double-

star systems, that is, two stars revolving about each other. As they

revolve, their total light is periodically reduced when one eclipses

the other. Not all variable stars are double systems, however. Some

are found to be single stars which pulsate, and as they expand

and contract their brightness varies in a characteristic way. It has

been established that pulsating variables with the same period of

light variation and the same shape of light curve have very nearly

the same intrinsic luminosities, Thus if we determine the period

of these stars, called cepheid variables, we can find their distance

by comparing their apparent brightness with their intrinsic bright-

ness. The cepheid variables are one of the principal distance

indicators employed for the study of the nearer extragalactic

nebulae, such as the Andromeda galaxy. The determination of the

dimensions of our own Galaxy or Milky Way depends in part

on the use of pulsating variables, and some forty years ago such

measurements set the size of our Galaxy at about ten times the

dimensions we now believe to be correct. The reason for this gross

error is the fact that interstellar space is not empty but contains

gas and small dust grains that dim and redden the star light on

its passage from the star to us. A star may not be faint, then, be-

cause it is at a great distance, but rather because it is behind an

obscuring cloud of dust.

Quite simply then, stars do not all look the same brightness to

us because (1) they are at different distances, (2) they are of

different sizes, (3) they have different surface temperatures or

surface brightness, and (4) they are obscured by different amounts

of interstellar matter. A large part of stellar astronomy is con-

cerned with separating these different reasons for the variation in

apparent brightness of the stars. If we are to better answer the

question “How far can we see?”’, we must therefore know more

about the nature of stars and of interstellar matter.

One of the most important tools of the astronomer has been

the spectrograph. A spectrograph employs a prism or grating to

disperse the light of different colors or wavelengths and record

the spectrum on a photographic plate. Thus, instead of a single

star image, the star light is spread out across the plate so that the

amount of radiation at each wavelength, within the sensitivity
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range of the photographic emulsion, may be measured. Although

in the radio region the wavelengths are commonly measured in

meters or centimeters, the wavelengths of visual light are usually

expressed in terms of angstroms, a unit of length equal to one

hundred-millionth of a centimeter, or about the size of a single

atom. The eye, for example, has its maximum sensitivity in the green

near 5,500 angstroms and extends to the violet to about 4,100

angstroms and to the red to about 7,500 angstroms. Photographic

plates are available that are sensitive from the X-ray region on

into the infrared around 11,000 angstroms, although the opacity of

the Earth’s atmosphere prevents radiation short of 3,000 angstroms

in the ultraviolet and much of the infrared spectrum from reach-

ing the surface of the Earth.

If in the laboratory we were to illuminate a spectrograph with an

incandescent lamp, like an ordinary light bulb, we would find that

radiation of all wavelengths was present in the focal plane of the

spectrograph; we would observe a continuous spectrum. If we

made the lamp hotter, not only would it appear brighter overall,

but in particular the blue end of the spectrum would become

brighter relative to the red. If, on the other hand, we were to

use a neon lamp or a fluorescent Jamp to illuminate the spectro-

graph, we would find radiation at discrete wavelengths. We would

see what 1s called an emission line spectrum. The particular

spectral lines or wavelengths that would be bright are characteristic

of the chemical element giving off the light. If we were to replace

the neon by helium, a different bright line spectrum would ap-

pear, and indeed a chemical analysis of an unknown sample can

be made by examining the line spectrum produced when a sample

is heated. Now, laboratory studies show that the intensity of a

‘particular spectral line depends upon the abundance of the element

responsible for that line and upon its temperature and pressure.

It is thus possible from spectral analysis to determine not only

what elements are present but in what quantities, and what the

temperature and pressure of the gas are.

Finally, if we were to shine the light from our incandescent

filament lamp through the neon lamp and examine the spectrum,

we would find that if the neon lamp was more intense than the

incandescent lamp, the spectrum would consist of a continuous

spectrum with superimposed emission lines characteristic of neon.

On the other hand, if the incandescent lamp was brighter, the
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continuous spectrum would show gaps, or absorption lines, at the

neon wavelengths. All these physical processes are well under-

stood, and it is possible to predict from theory just what the

spectrum should look like even for conditions that have not been

measured in the laboratory.

When we place a spectrograph at the focus of a telescope and

examine the spectrum of a bright cloud of interstellar gas like the

Orion Nebula, we see an emission line spectrum. It is found that

the most abundant atom is hydrogen, the next most abundant ele-

ment is helium, with lesser amounts of the heavier atoms. The

temperatures of these bright diffuse nebulae, which incidentally

are heated up by a nearby hot star, are usually about 10,000 de-

grees Celsius. The pressures correspond to that produced by about

ten to one thousand atoms per cubic centimeter.

If we focus our telescope on a star, the spectrum is usually

found to be a continuous spectrum with absorption lines due to

the same elements found in the interstellar clouds. A simplified

explanation of the observed spectrum is that the continuous spec-

trum comes from the lower, hotter opaque layers while the cooler

outer layers of the star absorb radiation at the characteristic wave-

lengths associated with their chemical composition, temperature,

and pressure.

Theory would indicate that if two stars have identical spectra

they should be identical in all other respects, too. We can check

this suggestion by examining the spectra of the nearby stars whose

distance can be determined by trigonometric parallaxes. It is in-

deed found that stars with the same spectra have similar lumi-

nosities. We may therefore determine the distance of a star beyond

the range of our trigonometric technique by measuring its apparent

brightness and obtaining a spectrum of the star. From the spec-

trum we may deduce its intrinsic luminosity and then, from the

apparent brightness, its distance. From such measurements it is

even possible to correct for the effect of the interstellar dust.

Not only does the dust dim the star light but it makes the star

redder, just as the dust in the earth’s atmosphere reddens the

Sun near sunset. From the star’s spectrum, then, we know not only

the luminosity of the star but also what its color should be. If it

is redder than nearby stars with similar spectra, we can deduce

just how much the light has been reduced by the dust and make

the appropriate correction to our distance determination. There
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are several ways of checking the accuracy of our photometric

distances. Stars often occur in groups or clusters. The members

of a single cluster were in general formed at the same time, of the

same material, and are at essentially the same distance from us.

The stars belonging to the cluster differ in intrinsic luminosity,

spectra, and other properties because they are of different mass,

the most massive being the most luminous. If our technique of

determining photometric distances is a good one, we should get

the same distance for each of the cluster members; and indeed we

do.

There are two distinct types of star clusters characterized by

their physical appearance, their spatial distribution, and their

motions in our Galaxy. The Galactic clusters are irregular in shape,

are confined close to the plane of the Milky Way, and move

slowly with respect to the Sun. The globular clusters are compact

and spherical in shape, are loosely distributed about the center of

our galaxy, and have high velocities. It was found that, while

the stars in galactic clusters showed the same relation between

luminosity and spectrum as the nearby stars, this was not true of

the stars in globular clusters. A more detailed study of the

spectra of globular cluster type stars revealed that the spectra

were, in fact, not the same as those in galactic clusters. The globular

cluster stars had much lower abundances of the elements heavier

than helium than did the Sun or galactic cluster stars. This and

other related facts have led us to a picture not only of the forma-

tion of the stars but of the formation of the chemical elements

themselves.

Studies of the distance and motion of stars have shown that

we live in a large stellar system containing some 100 billion stars

concentrated in a flattened disk. The Sun is located near the edge

of the disk, rotating about the center in about 200 million years.

The star density increases toward the center, forming a central

bulge. The brighter stars and interstellar gas and dust form

spiral arms in the disk. Superimposed on this system is a spherical

distribution of stars and globular clusters which have low heavy-

element abundance and, because they are not revolving with the

disk as is the Sun, their velocities appear to us to be large. This

whole system is called a spiral galaxy. The Andromeda Nebula

is also such a spiral galaxy and is one of the Milky Way’s nearest

neighbors.
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I have been primarily concerned about determining distances

because, until we know how far away an object is, we cannot

really know just what the object is. Let us now assume that we

have collected extensive data on the distances, luminosities, and

spectra of many stars. Having collected these vital statistics, can

we understand the structure of stars? This is a task for the

theoretician. He attempts to construct on paper a model star of a

given mass, in which the outward pressure forces tending to blow

up the star are just balanced by the inward pull of gravity which

tends to compress the star. The pressure and therefore the tempera-

ture will be greatest in the center and decrease outward. This

means that energy will flow outward and finally escape as light.

The test of his model star is: Does the light that escapes have

exactly the same intensity, spectral distribution, and spectral line

strengths as that of a real star? If he found that the sodium lines

in his model were too weak, for example, he might add a bit

more sodium until the agreement between theory and observation

was Satisfactory. This model star then describes in detail the struc-

ture, physical conditions, and chemical composition of a real star.

As the light moves outward through the star and escapes into

space, the star loses energy. If there were no source of energy in the

center of the star, it would slowly contract until it settled into a

dense, coo] mass or violently exploded. Stars of mass similar to

the Sun do end their existence this way, eventually becoming what

we call white dwarfs. More massive stars shed some of their mass

back into interstellar space. But if gravitational contraction were

the only source of energy available to a star, the Sun would have

shone for only a few million years. We know, however, of fossils

more than 500 million years old, and geological evidence indicates

that the Sun has radiated at essentially its present rate for a few

thousand million years; thus some internal energy source is re-

quired to explain the luminosity of the Sun and stars. This energy

source is thermonuclear reactions.

According to the star model calculations, the temperatures and

densities prevailing in the center of stars are such that nuclear

processes should go on. What happens is that four hydrogen

nuclei are converted to one helium nucleus, liberating the extra

binding energy required to hold four separate nuclei together

rather than one large one. Since hydrogen is the most abundant

element, most of a star’s existence is spent burning its hydrogen

|
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fuel and radiating this energy into space. Detailed calculations

of the thermonuclear-energy generation of stars account for the

observed luminosities over the required lifetimes very nicely.

From observations and theoretical calculations similar to those

described here, astronomers have constructed the following pic-

ture of the life history of the stars in our Galaxy. About 10 billion

years ago our Galaxy consisted of clouds of hydrogen or possibly

hydrogen and helium. These clouds fragmented and contracted

into much smaller clouds, or proto-stars, of sufficient density for

their self-gravitation to hold them together. The proto-stars con-

tinued to contract, thereby heating up and becoming self-luminous.

In this early stage the energy source for these new stars was simply

gravitational contraction. Finally, the temperature and pressure in

the interior became sufficiently high that thermonuclear-energy

generation started. During this period the star stopped contracting

and remained at essentially its same radius and luminosity, while

the hydrogen in the interior was converted to helium. When the

hydrogen core was exhausted, gravitational contraction set in

again, raising the temperature in the core until conversion of

helium to carbon occurred. In this way, heavier and heavier ele-

ments were built up from lighter ones. The massive stars then shed

seme of their matter back into interstellar space, thus enriching the

interstellar medium with heavy elements. New stars were created

of this enriched mixture, while dust grains formed in the inter-

stellar clouds.

This process continued through several generations. The youngest

stars which spin around the Galaxy in the galactic plane have

higher heavy-element abundances than the old remnants of the

early generations still found in globular clusters and far from their

place of birth.

I have described here techniques and ideas that are reasonably

well understood. That is not to say that there is not much work

yet to be done in these fields. There are still many puzzles and

exciting things left to be discovered about the process of star

formation. This is, however, a story of the past. What new

challenges lie ahead? One most certainly is the understanding

of the formation of the galaxies themselves and the origin and

structure of the universe. Some progress has already been made

in this direction.

Beyond our own Galaxy, beyond the Andromeda galaxy, are as
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many more galactic systems as there are stars in our Galaxy. The

fainter and more distant these objects are, the faster they seem to

be moving away from us. This fact has led to various cosmological

models representing the universe as an expanding system. Re-

cently we have come to realize that intergalactic space contains

more than these galactic star systems. There exist faint wisps of

gas, exploding galaxies, and fantastic globs of matter apparently

radiating energy more violently than anything astronomers hate

yet observed. Before we can understand these “‘quasi-stars,” as they

are called, we must know their distances, a subject of great debate

currently,

Many of the new and exciting problems confronting astronomers

today have come about as a result of radio astronomy, which has

provided man with a view of the universe in the long-wave region

of the electromagnetic spectrum. Certainly the ability to get above

the Earth’s absorbing atmosphere with satellites will also provide

new surprises and rich intellectual rewards. Far above the Earth

we can explore the universe in the infrared and look for the

thermal] radiation of proto-stars and proto-galaxies. In the ultra-

violet and X-ray region early space experiments have revealed new

unexplained objects. Perhaps in the X-ray region, the high-energy

end of the spectrum, we may find the source of cosmic rays and

link the structure of the universe to fundamental particles that

are the building blocks of nature. Nor must we forget the large,

high-speed, digital computers that make what were once impos-

sible calculations easy; nor the direct exploration of the planets,

which is soon to be a reality and with it the possibility of further

unraveling the nature of life and man’s small place in the universe.

How far can we see? Perhaps in time to the boundaries of the

universe—or to the beginning of tim®.
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The

Rado

Universe

JOHN W. FINDLAY

The universe in which we live presents to us appearances differ-

ing from one another as we choose different methods of astronomi-

cal observation. For very many years astronomers used their eyes,

aided by telescopes, for their observations. They increased the

sensitivity of these observations as telescopes became larger and

as photographic plates, photo-multipliers, and other image-cap-

turing devices improved.

However, although some extensions were made outside the range

of visible light into the nearby ultraviolet and infrared regions,

-the atmosphere of the Earth prevented any considerable excursions

to other wavelength ranges. Nevertheless, a very fascinating pic-

ture of the optical universe has been derived from these studies.

We live on a planet which is one of several in orbit around a

rather ordinary type of star. Our star belongs to our Galaxy,

made of stars, gas, and dust. By optical studies, many other

galaxies beyond our own had been found even before our own

had been mapped in much detail. Studies of the spectra of distant

galaxies and of the famous red shift of spectral lines were combined

by optical astronomers with other distance indicators to give the

first measures of the size of the universe. Such observations were
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joined with cosmological theories to attempt to understand the

physical laws which apply to such enormous extents of space and

time.

A very satisfying picture of the optical universe has emerged,

but it is still, of course, one that demands answers to very many

questions. However, with the growth of radio astronomy, we have

had the opportunity to re-examine our universe by observing the

radio waves emitted by objects within it. We get a somewhat dif-

ferent picture of the universe. For example, on a night with no

moon the bright stars stand out as the most obvious visible objects

in the sky. But with radio telescopes, we see almost no stars, yet

our own Galaxy shows its presence by radio waves from the tenuous

gas between the stars. One of the best-known and most valuable

results from radio astronomy has been this ability to study the

hydrogen gas within our Galaxy, and to map its density and its

motion. The spiral nature of our Galaxy has been confirmed and

the complex structure at the galactic center, invisible optically due

to absorption, has been observed in detail.

Within our Galaxy also we find bright radio sources, some

almost invisible optically, which we believe to be the remnants of

supernova explosions. When we look at distant galaxies, we find

some whose behavior at radio wavelengths is like our own, but

others are very much brighter. We find the sky full of radio sources,

many yet not identified with obvious optical objects. Some of these

radio sources have pointed the way to the discovery of quasi-

stellar sources, a discovery which appears to have added a new and

curious type of astronomical object to our picture of the universe.

There are not, of course, great differences between the optical

and radio universes: they are complementary pictures of the same

thing. The advances and discoveries come in the areas where the

pictures differ, but each advance must also make the total pic-

ture more consistent and complete.

Unlike optical astronomy, the science of radio astronomy is new

because radio itself is relatively new. Although the mathematical

theory of the propagation of radio waves was laid by James Clerk

Maxwell as early as 1873 and although there were experiments

by Heinrich Hertz in radio communication inside a laboratory

in 1887, it was not until the beginning of the twentieth century

that radio developed as a means of communication. Even in those

early days some scientists wondered whether astronomical objects
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might not emit the same kind of radio waves that were being

used for communication. In fact, at that time enough was known

about the laws of physics (for example, Planck’s law for radiation

from hot bodies) to allow us to calculate how much radio energy

might be emitted by the Sun. The calculations would have led to

a minimum value. So far as I know, no such calculations were

made, but there is a record that Edison as early as 1890 planned

an experiment to detect radio waves coming from the Sun and

Sir Oliver Lodge in 1894 said in a lecture that he himself had

attempted to detect rather long-wavelength radio radiation from

the Sun.

It was not until the early 1930's that for the first time a definite

measurement was made of radio signals coming from outside the

Earth. A young engineer, Karl Jansky at the Bell Telephone

Laboratories in the United States, was studying for practical

reasons what the basic noise levels would be in a projected trans-

atlantic radio telephone system. The performance of such a system,

of course, would depend both on the transmitted power used and

on the noise level that would exist in the receiver, and it was

already known at that time that there was a lot of radio noise

generated within the Earth's atmosphere by such things as light-

ning discharges. To study these, Jansky built an antenna which

could rotate so that he could steer the beam, or the direction of

maximum sensitivity of the antenna, in any direction, He con-

nected it to a receiver of good quality and measured the noise

level that he received. Much of this noise came from the lightning

flashes that he was expecting, but he also 1ccognized a basic con-

tinuous noise level in his receiver. He identified this as a hissing

noise.

What it meant, in fact, was that radio waves in which the

electric field was varying in a thoroughly random manner were

reaching his antenna. Jansky observed that the level of this signal

varied throughout the day, and day by day, and he found that it

was strongest when his antenna was pointed in a particular direc-

tion in the sky. After a period of some months he realized that the

direction from which the radio noise was coming coincided fairly

accurately with the part of the sky lying in the direction of the

center of our own Galaxy. Jansky had detected radio noise gen-

erated within the great disk of stars, dust, and gas which constitute

our Galaxy, and he had discovered that the central region of this
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Galaxy was a strong emitter of radio waves. Although this very

basic discovery in a new science was well publicized and very well

described by Jansky in two technical papers, the results did not get

the scientific recognition they deserved.

As late as 1937, when I myself started as a young graduate stu-

dent to do research in ionospheric physics, I remember reading

Jansky’s papers because they were in a field which was obviously

connected with the one in which I was going to work. I can

still remember the feeling I had that here was a new and un-

explained phenomenon, and I can also remember well the feeling

I had that I had already selected the field of research in which I

was going to work and could not be directed into a novel area.

In fact, it was not until just before World War II that interest

in the new subject of radio astronomy was reopened—and re-

opened by a young isolated investigator, Grote Reber in the

United States. Reber was a radio engineer and a radio amateur.

He had read Jansky’s work and decided that he could build in his

own backyard in Wheaton, Illinois, a radio telescope to test Jansky’s

results and to search for other radio radiation from the sky. That

he did so is now ancient history; his reports were published shortly

after the end of the war.

World War II itself might also be said to have rediscovered the

subject. Radar receivers in Europe suffered interference which was

at first thought to be deliberately manmade to spoil the per-

formance of the radar equipment. But when the interference was

studied by scientists like J. S. Hey, it was found to have originated

from the Sun. The Sun was very active at that time, and we now

know that an active, disturbed Sun is a powerful source of radio

waves. So at the end of the war many scientists came back to their

universities ready to use the great electronic advances which had

been made and with a new scientific subject to explore. Groups

formed in England, in Australia, in the United States, and shortly

afterwards in several other countries.

The first discrete sources of radio waves in the sky were located.

At first these were called radio stars, but it was soon found this

was not a Satisfactory name since most of the bright stars are not

detectable as radio emitters. Most of the new radio sources which

were found in the sky were for some time unidentified. As the

accuracies of locating these sources became better, one by one they

became identified with optical objects. John Bolton in Australia
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made one of the first identifications when he associated a strong

radio source with the Crab Nebula. The Crab Nebula, it will be

remembered, has been known for some time as the remnants of

a supernova which was observed by the Chinese in a.p. 1054. Soon

afterward, a very peculiar pair of galaxies in the direction of the

constellation of Cygnus was identified with one of the most power-

ful radio sources observed on Earth. In the last fifteen years, the

identification of radio sources with optical objects has proceeded

rapidly. Now we know that the Sun, the Moon, and some of the

planets are radio sources. We know within our own Galaxy that

clouds of excited hydrogen gas are radio sources; so also are rem-

nants of many supernovae. The neutral hydrogen in our Galaxy

emits radio waves, and beyond our Galaxy towards the farthest

edge of the universe we detect many other galaxies as sources of

radio waves. We also detect and measure the puzzling quasi-stellar

sources.

The field of study is great both in the extent and variety of the

astronomical objects which can be detected and also in the very

wide spread of wavelengths over which radio astronomy can

range. Even from the surface of the Earth, where we are shielded

at the long-wave end of the radio spectrum by our own ionosphere

and at the short-wave end by our atmosphere, we can still make

good observations over ranges of wavelengths from perhaps 1 milii-

meter at the short end to 30 meters at the long wavelength end.

This range of 30,000 to 1 in wavelengths is one of the ad-

vantages that radio astronomy has over optical astronomy, where

the range available is only about 3 to 1. Of course, optical

astronomers are now busy extending their observational range by

beginning to put telescopes into space vehicles above the at-

mosphere. Radio astronomers will soon do the same, but at

present the bulk of their observations are still made from ground-

based radio telescopes.

Such telescopes have been built in a very wide variety of forms

but they are basically similar instruments, Each consists of a

highly sensitive, highly stable radio receiver connected to an an-

tenna system arranged in such a way that the direction of maximum

sensitivity of the antenna can be pointed to different parts of the

sky. The radio receiver must be capable of measuring very weak

signals. As an illustration it has been said that the total energy so

far collected by radio astronomers in the last twenty years is only
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the equivalent of the energy available when a snowflake falls to

the ground. Thus the radio telescopes have very large collecting

areas. The one in Arecibo, Puerto Rico, is a spherical reflecting

surface, 1,000 feet in diameter, covering an area of more than 18

acres. This is the largest reflecting radio telescope in the world.

Even with such an instrument directed at quite a strong radio

source, the available power to be measured is only about 10-#

watt. And even the best radio receivers generate within them-

selves electrical noise which is indistinguishable in character from

the radio noise signals collected by the antenna; it is not much less

in power than the 10-!+ watt collected by a large telescope ob-

serving a strong radio source. Yet it is possible by comparison

techniques, where the signal from the antenna is compared with the

signal from a steady source of radio noise, to measure power levels

hundreds or thousands of times smaller than the receiver noise it-

self, Thus very faint radio sources can be detected and measured.

Even such large reflector instruments as the 1,000-foot Arecibo

dish still do not permit the location of the radio source in the sky

to a high degree of accuracy. The cone of sensitivity or the beam

width of such a telescope is simply related to the dimensions of

the telescope aperture measured in terms of the radio wavelengths

that is being used. Thus the 1,000-foot dish at a wavelength of 75

centimeters has a beam width of about 10 minutes of arc. This

accuracy in angular position is very poor when compared to the

positional accuracy of optical instruments, and had not methods

been developed for improving the positional accuracy of radio

telescopes the science would not have developed very far.

A variety of ways has been used for getting better angular

resolution. It is possible, of course, to work at shorter wave-

lengths, but there the requirements for a very smooth reflector

surface (again measured in terms of the wavelength) make it

dificult to improve the beam width very much. Such instru-

ments as the 140-foot telescope at Green Bank, West Virginia, and

the 120-foot telescope of the Lincoln Laboratory in Massachusetts

both can work to wavelengths of a few centimeters and have

beam widths of 2 or 3 minutes of arc. Where still greater angular

resolution is required, we can substitute for the large, single, cir-

cular reflector an array of smaller telescopes or we can change

the shape of the reflector surface. A telescope recently built in

Australia near Canberra is in the form of two perpendicular lines

266



of antennas, each a mile long, one running north-south, the other

east-west. By correctly combining the signals received on these

two lines of antennas, the resolution equivalent to an aperture a

mile wide is achieved, and by electronic means the beam of the

telescope can be pointed at different parts of the sky.

An even more elegant way of achieving high resolution has

been developed by the group working at Cambridge, England, and

is now used at several observatories throughout the world. This

technique, called “aperture synthesis,” allows the experimenter to

make observations to resolutions of a few seconds of arc. It can

only be used when the radio source being studied is known not to

vary with time, but this is true of most radio sources. Observations

are made with a pair of or several small antennas which are widely

separated one from another on the ground. The separation of the

antennas is changed from one experiment to another either by mov-

ing them or by using the fact that as the Earth rotates their ap-

parent separation as viewed from the radio source changes. Suc-

cessive observations are combined in a computer, and the final

result is the equivalent of what would have been obtained from a

single telescope as big as the largest separation of the individual

elements. With such telescopes, details within radio sources of a

few seconds of arc have already been resolved, and accurate posi-

tions and sizes have been found for many sources of small angular

diameter.

The discovery and study of the quasi-stellar sources is an ex-

cellent example of the interdependence of radio and optical as-

tronomy. A few years ago measurements of the positions of radio

sources (by the workers at the California Institute of Technology )

had become so accurate that, when the optical photographs were

studied, the area within which the radio source was known to be

contained very few optical objects. In one such case, a faint star-

like optical object was the only possible identification to choose

for the radio source. At first it was suspected that this might be a

star (although, as we have seen, very few stars are radio sources),

but optical spectral observations showed a considerable red shift;

this, in turn, was most simply interpreted as placing the object at

a considerable distance outside our own Galaxy.

Soon many such objects were found, by the same method. The

search starts with the radio knowledge that the angular size of

the radio source is small. An accurate radio position leads to an

optical identification and this in turn to a measured red shift.
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The quasi-stellar sources show other curious properties. Some

show fluctuations in the light they emit. Some show a similar type

of variability in their radio emission, particularly at wavelengths in

the centimeter range. About 100 such sources are now fairly cer-

tainly known, and the observed red shifts are greater than ever

before measured for any objects. Cases exist where the red

shifted wavelength is more than three times the emitted wave-

length.

One of the most interesting techniques in radio astronomy which

is being used to find possible quasi-stellar sources is the applica-

tion of lunar occultations. As the Moon goes around the Earth,

it may pass between an observer on the Earth and the radio

source which he wishes to study. As a particular radio source dis-

appears behind the Moon and then as it reappears, the radio signal

from the source is cut off and returns, The disappearance and re-

appearance of the signal is also accompanied by diffraction effects.

Although these effects somewhat complicate the picture, they

actually add knowledge of the angular size of the radio source

itself: the times of disappearance and reappearance can locate

the true position of the source in the sky to a few tenths of a

second of arc. Cyril Hazard uses the large Arecibo telescope to find

possible quasi-stellar sources occulted by the Moon. First, the sky

is observed along the track which the Moon is known to follow. A

catalogue is made of the faint sources which can be seen; these

are generally so faint that they are not known or catalogued by

others. Thus approximate positions for those weak sources to be

occulted are found. The dates and times of the expected occulta-

tions are predicted by the Nautical Almanac Office and the oc-

cultations are observed. Thus the precise positions of the sources

are found and estimates made of their angular diameters. The Sky

Survey Plates of Mount Palomar are searched and, hopefully, the

radio source can be tied to an optical object.

If this optical object is small and starlike, observers using either

the 200-inch Mt. Palomar telescope, the 120-inch at Lick, or the

84-inch at Kitt Peak, will try to photograph its spectrum and

measure the red-shift.

Quasi-stellar sources are a rather remarkable example of the

recent results of radio astronomy. Much of the work in radio

astronomy perhaps lacks the same dramatic impact, but it is

equally important. There are many galaxies within our universe,

of a wide variety of forms. Galaxies vary considerably in their
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brightness at radio wavelengths. Some are abnormally bright while

others, like our near neighbor the Andromeda Nebula, appear to

be about equivalent to our own Galaxy as radio emitters. Al-

though the brightest of the radio galaxies do seem to include many

which have various irregular optical features, there is as yet no

good explanation of the relationship between the radio and the

optical behavior.

For some of our neighboring galaxies at not too great a distance,

radio telescopes such as the 300-foot telescope at Green Bank are

large enough and precise enough to be used to detect the radia-

tion from the neutral hydrogen gas within the galaxy itself. By

measuring the radiation from this hydrogen we can find the amount

of the gas, the way it is rotating in the galaxy, and the apparent

velocity of motion of the galaxy as it moves with respect to the

Earth.

Our own Galaxy itself has been mapped with great care to find

how the neutral hydrogen gas is distributed within it. The results

of these radio measurements have shown in a very clear way -the

spiral structure of the Galaxy. The center of our Galaxy cannot

be seen optically, but radio observations have located many

complex regions of radio emission in the nucleus and given the

first evidence of motions of matter in this part of the system. Here

again one sees the advantage of the longer radio wavelengths

rather than light waves because the medium within the Galaxy

absorbs and scatters radio waves less than is the case with ordinary

hight.

For several years radio astronomers were able to observe only

one spectral line: the famous 21-centimeter wavelength radiated

and absorbed by neutral hydrogen gas in interstellar space. Various

other lines have been predicted and searches made for them. Re-

cently, the complex set of lines associated with the OH radical—

the combination of an oxygen and a hydrogen atom—has been

observed. Like so many discoveries, it brings new and unexplained

problems in its wake. The intensities of the lines in the series are

not what were expected. The radio waves are polarized and there

are regions in the sky where the intensity of the emission varies

with time. These phenomena are not yet explained.

Even more recently workers in the Soviet Union and the United

States have identified another series of lines from the hydrogen

atom These arise from excited hydrogen, and thus are seen best
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in the hot masses of gas near bright stars. Their existence allows

us to measure the velocity of the excited hydrogen gas and the

electron density within it.

It would be possible to continue to list other areas of astronomy

where the radio observations have brought new results: in the

study of bursts of radio emission from the Sun and from the

planet Jupiter, for example, or the estimates of the Venus sur-

face temperature made from its radio brightness. It is probably

better to inquire what the future may hold for research in radio

astronomy.

It is clear that the science is still in the growing state. Many

observations which need to be made are practically possible with

existing instruments. Simple measurements of the positions, sizes,

and intensities of radio sources are still far from adequate.

Many of the sources appear to have structure which gets more

complex as resolution improves. The variability of some sources

is of great interest; in the simplest case of the supernova remnant

known as Cassiopeia A, we have a gradual slow decline in the

source intensity. But some of the quasi-stellar sources may change

intensity by measurable amounts within weeks. Such rapid changes

are usually associated with rather small objects; it is generally

agreed that variability sets an upper limit on the physical size.

However, if the measured red shifts of the quasi-stellar sources are

interpreted as a distance measure, their small size derived from the

variability leads to problems of how the energy is generated.

The making of more observations is an essential to any larger

plan for the future of radio astronomy. One of the possible tasks

is the study of the radio sources at great depths in the universe.

The small scattering and absorption of radio waves may permit

observations of very distant radio sources. The statistics so gathered

can help answer the questions of the early history of the universe.

Already it seems, as we examine the numbers of radio sources as

a function of their intensity, that there is an excess of the weak

radio sources. A start has been made in collecting statistics

on the angular sizes of radio sources and also on their radio

spectra. These observational facts for the most distant sources must,

of course, be consistent with cosmological theory. As yet the

observations are not complete enough to make definite choices be-

tween one cosmological theory and another, but such a possibility

may not be far distant.
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There are always astronomical problems associated with evolu-

tion, for we essentially have been able to observe so far only for

a tiny flash of astronomical time. If the universe is evolving and

changing, it may be that our brief picture shows us, when we look

to great depths in space, various steps in its evolution.

Lastly, there is the ever present chance of discovery. We have

so much to do in radio astronomy that has not yet been done that

the unexpected result must always be a possibility. Experience al-

ready shows that it is not necessary to plan to discover something

new in radio astronomy in order to find it.

To continue and extend radio astronomy requires new tele-

scopes and techniques as well as new ideas. The rapid growth in

the design and improvement of our ground-based telescopes shows

no signs of slowing down. We also see the beginnings of space radio

astronomy. Some observations have already been made from space-

craft, and during the next few years we shall see a considerable ex-

tension of space radio astronomy.
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T he

X-Ray

Universe

HERBERT FRIEDMAN

Of all the sciences, astronomy stands to gain the most from man’s

newly acquired ability to send his scientific instruments into space

on rockets and satellites. Above the atmospheric blanket that

envelops the Earth, the full range of celestial radiations from ultra-

short X-rays to ultra-long radio waves is exposed without at-

tenuation, and no basic limit is imposed on the astronomical capa-

bility to resolve the smallest heavenly bodies. By contrast, the

earth-bound astronomer can penetrate the murky atmosphere only

through two narrow windows—the range of visible light between

3,900 and 7,600 angstroms and the band of radio waves from about

1 centimeter to 40 meters. And through the shimmering §at-

mosphere, all celestial objects twinkle and blur.

In the first two decades of rocket astronomy, ultraviolet and

X-ray observations have focused principally on the Sun. Much has

been learned of the energetic processes that work their way

through the solar atmosphere and flood the planetary environment

with plasma clouds, ionizing X-rays and ultraviolet light, and

particles of cosmic ray energies. Although major discoveries have

been made in solar astronomy, none match the complete surprise

that has come in recent years with the detection of mysterious
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X-ray sources far beyond the solar system. From 1949, when

X-rays were first observed from the Sun, thirteen years elapsed

before the potential of cosmic X-ray astronomy became apparent.

Within the past few years about twenty-five discrete sources have

been discovered, and we can estimate from this sample that

X-ray stars may be as abundant as radio stars numbering in the tens

of thousands.

In many ways, the progress of discovery in X-ray astronomy

parallels the early history of radio astronomy, and offers every

prospect of providing equally profound revelations of the nature

of the universe. Some of the cosmic X-ray sources may form a new

class of astronomical objects, powerful X-ray emitters that are

undetectable in visible or optical wavelengths. We still have no

clear understanding of the nature of any of the X-ray sources thus

far discovered.

Interstellar space is not entirely void. It is permeated by a

very thin gas, about | atom per cubic centimeter compared to

10!9 atoms per cubic centimeter in the air that surrounds us, and a

sparse sprirRling of dust, just a few grains per cubic kilometer.

Even this very dilute medium becomes opaque over the distances to

the nearest stars at ultraviolet wavelengths which fall just short of

the limiting wavelength that will ionize the hydrogen atom, 912

angstroms. As the wavelength decreases, interstellar space becomes

gradually more transparent. But not until the wavelength is shorter

than 10 angstroms in the X-ray region can the rays traverse the

distance from the center to the edge of our disk-shaped Galaxy.

X-ray astronomy is, therefore, primarily concerned with the wave-

length range smaller than 10 angstroms. In energy terms, the

range 1s approximately 1,000 to 100,000 electron volts.

To observe the softer X-rays, it is necessary to exceed 100

kilometers—a height which is readily accessible to small research

rockets such as the Aerobee-Hi. Harder X-rays are more pene-

trating and, at balloon altitudes—about 30 kilometers- - cosmic

X-ray wavelengths shorter than 0.5 angstrom are observable.

Most of the observational data have thus far been obtained with

detectors flown in Aerobee rockets whose flight time above 100

kilometers does not exceed 5 minutes. Some of the rockets have

been stabilized so as to aim their detectors in selected directions,

but most of the observations have been made with uncontrolled

rockets that spin and precess freely in space. The solution of the
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aspect problem—that of determining how the rocket is oriented

at any instant of time—is derived from signals produced by

optical star sensors, horizon sensors, and magnetometers.

X-rays cannot be refracted appreciably, so that image-forming

lenses are impractical. Neither can X-rays be reflected in the

conventional way by mirror telescopes. Reflection is possible only

at nearly grazing angles with a mirror surface. In principle, an

X-ray telescope can be built in the form of a paraboloidal surface

which approximates closely to the interior of a cone of very small

vertex angle. Such telescopes, about 10 centimeters in diameter,

have already been used successfully to photograph X-ray images

of the Sun. However, it requires a very large aperture when viewed

at near-grazing angles and a very long focal length to provide a

large X-ray “gathering” power. Reflecting X-ray telescopes will

eventually be flown in large orbiting observatories such as can be

Yaunched with Saturn-class vehicles. But until now, cosmic X-ray

telescopes have consisted of nothing more than mechanical baffles

to limit the field of view of conventional X-ray detectors such as

Geiger counters, proportional counters, and scintillation counters.

The search for cosmi X-rays began in 1956, when James

Kupperian and I flew a scintillation counter on a small rocket and

observed a diffuse emission from above the atmosphere in the

range 20 thousand to 100 thousand electron volts. We followed with

several unsuccessful attempts to detect localized sources of emission

in the next few years. The first convincing evidence of the exist-

ence of discrete sources of cosmic X-rays beyond the solar system

came in 1962, when R. Giacconi, H Gursky, F. R. Paolini, and

B. B. Rossi observed, with a broad field of view, what appeared

to he a large region of X-ray emission in the general direction of

the galactic center. This exciting discovery stimulated more am-

bitious efforts and, a year later, my colleagues and I at the Naval

Research Laboratory were able to localize a very strong source in

Scorpius and a second source about one-eighth as bright in the

direction of the Crab Nebula in the constellation Taurus. The

source which we designated “Sco XR-1” was 22 degrees above the

galactic plane and must have been responsible for the major por-

tion of the poorly resolved signal detected in 1962.

It was, indeed, amazing to find a discrete source as bright

as the X-ray Sun in the same range of wavelengths. Even if it were

as close as 100 light-years, its intrinsic X-ray brightness would
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need to be 10 million million times that of the Sun. To add to

the surprise and the mystery, there is no clearly related optical

or radio emitting source in the direction of Sco XR-1. In con-

trast, the Crab Nebula is one of the most spectacular optical and

radio phenomena in the heavens. It is the remnant of a supernova,

a star that exploded in a.p. 1054, and the debris of the ex-

plosion has since then been expanding in space at about 100

kilometers a second, so that it now stretches across 6 light-years.

In visible light, the Crab Nebula is composed of an amorphous

core of white light which appears to be enmeshed in tangled

filaments of a gas that glows red in the characteristic light of ex-

cited hydrogen atoms. The light of the core, moreover, is ob-

served to be highly polarized, as one would expect from synchrotron

radiation—light generated by electrons or protons as they spiral

along a magnetic field at nearly the speed of light. Such bluish-

white synchrotron light, highly polarized and continuous in its

spectral distribution, can be observed in the laboratory to surround

the beam of a high-eneigy synchrotron accelerator. In the radio

spectrum, the Crab is the third brightest object in the sky. Its

spectrum is continuous and the radio waves are strongly polarized.

The radio spectrum and the optical spectrum fit together in a

smooth continuous curve, and both can be explained by a common

source of electrons with energies ranging from ten million to a

million million electron volts, gyrating in a magnetic field of

about one ten-thousandth of a gauss. If we extrapolate the op-

tical spectrum toward the short-wavelength X-rays, the predicted

flux is within an order of magnitude of the observed. To produce

the X-ray emission, it would be necessary for the electron energy

range to reach as high as 100 million million electron volts or,

alternatively, that there be knots of much more intense magnetic

field into which lower energy electrons could drift and be forced

to gyrate in tighter spirals.

With two such remarkably different sources as Sco XR-1 and

the Crab Nebula to explain, a variety of interesting theoretical

speculations were quickly offered. The X-ray luminosities in-

volved were of such a magnitude that only the most energetic

processes known in astrophysics could be responsible. Within the

galaxy, supernovae are certainly the most violent phenomena

observed. Could the source in Scorpius, like the Crab X-ray

source, also be related to a supernova? If so, why is there no
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bright radio or optical nebulosity to match the X-ray source?

One possibility is that Sco XR-1 is a neutron star.

It is generally believed that a supernova evolves from a common

star somewhat more massive than the Sun, which lives through

successive stages of nuclear burning until it has synthesized a core

made up largely of iron-group elements. When the iron core

reaches a temperature in excess of a few billion degrees, it dis-

integrates into neutrons and alpha particles and collapses catas-

trophically to a density comparable with that encountered in the

atomic nucleus. The collapse ends in a compacted star only 10

kilometers in radius at a density of about 1,000 million million

grams per cubic centimeter.

This hypothetical neutron star is a purely theoretical concept and

no evidence for its existence has ever been obtained. We would ex-

pect it to have a photosphere only a few meters thick, which

would separate the 1,000 million-degree core from interstellar space,

and in this thin skin the temperature would drop rapidly to about

10 million degrees Kelvin in the last centimeter of surface. The

gaseous atmosphere at the fringe of the star would consist of

relatively normal atoms radiating a continuous black body spectrum

with its maximum concentrated in the 1~10 angstrom region, and

peaking near 3 angstroms. The tail of emission reaching into the

visible spectrum would contain so little energy that it would be

wellnigh unobservable even with a large optical telescope. The

neutron star model, therefore, seemed a promising explanation for

Sco XR-1, the bright X-ray source with no accompanying visible

or radio emission.

It is further believed that, before a star becomes a supernova,

its core is surrounded by an envelope containing appreciable

amounts of unburned, lighter nuclei. When the core collapses, this

envelope also falls in and incidentally gets heated to a tempera-

ture at which it ignites in a thermonuclear fashion, and there

is a violent explosion. The debris spreads rapidly into space to

form a nebula such as we now see in the Crab. The neutron star

proponents suggested that the X-ray source in the Crab could also

be a neutron star rather than the surrounding nebula.

A third possible explanation of the cosmic X-ray sources is that

they are produced by bremsstrahlung in dilute, hot gas clouds at

temperatures from 10 to 100 million degrees Kelvin. It 1s the

braking of fast electrons by collisions with atoms that generates
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the bremsstrahlung X-rays. Such hot clouds would concentrate

their radiation in the X-ray region and emit a relatively insig-

nificant amount of visible light and radio waves. The solar corona

is a well-known example of such a hot plasma with temperatures

that normally range up to a few million degrees. It produces a

continuous bremsstrahlung spectrum on which are superimposed

various spectral lines of the heavier elements. At times of solar

flares, the active region of the corona may be heated to hundreds

of millions of degrees, and X-rays are emitted up to energies of

several hundred thousand electron volts.

To narrow down the choice of models, it is crucial to determine

whether the X-ray sources are small—of stellar dimensions, less

than a second of arc in diameter—or whether they are extended

clouds such as the visible Crab. If a source is extended, the

neutron star explanation cannot apply. With the X-ray baffles now

used to define the field of view, it is not possible to determine the

size to better than about 0.1 degree of arc.

A similar problem has faced radio astronomers whose telescopes

have large flux-gathering power but relatively poor angular resolu-

tion. They have been very successful, however, in obtaining ac-

curate position and size data from observations of occultations of

radio sources by the Moon. As the Moon travels around the

Earth, it eclipses the stars within a narrow belt of the celestial

sphere. Radio astronomers sct their telescopes on a source and

observe the time and rate of disappearance or reappearance as the

Moon passes between. A star vanishes abruptly, an extended

source relatively slowly. This principle has been applied to de-

termine the size of the X-ray source in the Crab Nebula.

To observe an X-ray source occultation from a rocket is con-

siderably more difficult than to observe a radio occultation from

the ground. The duration of flight is a matter of minutes, and the

Moon traverses the sky at the rate of half a minute of arc per

minute of time. It would take 12 minutes to eclipse the full Crab

Nebula, yet the rocket could remain aloft only 5 minutes.

We therefore decided to launch the rocket at a time which

would permit us to observe the occultation of the central region

of the Nebula over about 2 or 3 minutes of arc. The observation

was planned for July 7, 1964. Another opportunity would not

occur until 1972. Fortunately, the observation was carried out

successfully. It showed that the X-rays came from a region about
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we

one light-year in diameter—roughly one third of the size of the

visible Nebula—and centered on it. Clearly, the Crab X-rays are

not generated in a neutron star.

If the Grab source is not a neutron star, how well can its X-rays

be explained as synchrotron radiation? There is a major difficulty

with the synchrotron explanation. As the electrons radiate, they

slow down. The slowing down may take several thousand years

for the 10 million electron volt electrons that produce the radio

waves, Such electrons could, therefore, persist from the original

explosion 912 years ago. However, the X-ray-producing electrons

slow down very much faster, so fast that they could hardly survive

more than a few tens of years, or even less than a year if the mag-

netic field is as high as a thousandth of a gauss in the central

region. Balloon measurements of X-rays of energy 20 to 100

thousand electron volts from the Crab place an even more

stringent restriction on the lifetimes.

For the third explanation, the hot plasma, we must find a

source of energy that can maintain the nebular temperature as high

as 100 million degrees Kelvin to this late date after the explosion.

Radioactive decay has been proposed; estimates of the total radio-

active energy produced in the original explosion are consistent with

the energy output in X-rays.

Within the past two years the Naval Research Laboratory sur-

veys have expanded the list of X-ray sources observed to more than

twenty, which he in the direction of the plane of the Milky Way,

and three high-latitude sources which are probably extra-Galactic.

Only four of the sources lie in the directions of well-known ob-

jects: these are the two distant radio galaxies, Cygnus A at 700

mullion light-vears and M-87, or Virgo A, at about 35 million light-

years, and two Galactic supernova remnants, the Crab Nebula and

Cassiopeia A. Since we know the distance to the Crab Nebula,

about 3,500 light-years, and to Cassiopeia A, about 10,000 light-

years, we can calculate their luminosities from the observed X-ray

fluxes near the Earth. Both turn out to be nearly equal, about

4 X 10% kilowatts. The flux from the more distant Cassiopeia A

is near the limit of X-ray detectability at the present time with
rocket-borne instruments. We, therefore, surmise that sources more
distant than Cassiopeia A, that is more distant than 10,000 light-
years, would be too faint to be detected. The radius of the disk of

our Galaxy is about 50,000 light-years, Nearly all of the sources
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thus far observed appear then to be within a disk only one fifth of

the galactic diameter, or one twenty-fifth of the total volume of

the disk. We are thus led to the conclusion that the total number

of sources in the galaxy is about 20 times 25, or 500.

The frequency of stellar explosions in external galaxies ap-

pears to be as high as one every fifty years. In our own Galaxy,

only three have been observed in the last thousand years. But

obscuration by interstellar dust may hide the majority of such

events. If X-ray sources are related to supernova events, if super-

novae occur only once every fifty years, and if there are as many

as 500 X-ray sources in the Galaxy, then the average life of an

X-ray source must be about 25,000 years. This is much greater

than the lifetime for radio emission from a supernova and we

can, therefore, understand why we detect so many more X-ray

sources than radio remnants of supernovae.

There is evidence of variability in the X-ray sources in the

Milky Way. One strong source in Cygnus has been observed to

decrease in brightness by a factor of four over a time span of only

one year. A complex of X-ray sources along the galactic equator

and concentrated towards the galactic center has been observed at

various times over the past two years by several groups of ex-

perimenters. The positions and intensities mapped by these dif-

ferent groups at different times do not agree very well. This dis-

agreement may in truth reflect a variation in the brightness of

the sources. If variability is a common feature of galactic sources,

it may provide a clue to the nature of these sources. For example,

if we consider the neutron star, it theoretically cools rapidly until

it reaches a temperature of only a few million degrees. The time to

cool from 10 million degrees to the million-degree range may be

of the order of a year. However, it would be a relatively rare

change if a neutron star were observed in its rapidly cooling phase.

Another possibility is that some of the X-ray sources may be ordi-

nary novae rather than supernovae. About forty novae per year

flash forth in the Galaxy. Within the distance limits of observable

X-ray sources, we could expect one or two novae per year. It is

possible that the X-ray flux from a nova during its first year would

he in the range of the X-ray emissions observed thus far, and the

lifetime of this emission would be of the order of a year.

The observations of X-ray emission from radio galaxies present

us with theoretical problems entirely different from those of the
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Milky Way sources. The two radio galaxies, Cygnus A and M-87,

are among the most prolific radio generators in the universe. Great

difficulty is encountered in explaining the radio luminosities in

terms of synchrotron emission because the energies involved are

comparable to the entire thermonuclear energy content of a galaxy.

Yet the X-rays we observe from the directions of these two sources

are one to two orders of magnitude more intense than the radio

fluxes. If it were assumed that the X-ray emission also 1s part

of the synchrotron process, the theoretical difficulty in explaining

the energy source would be enhanced by another factor of ten or

one hundred.

We must attempt to find other sources of X-ray emission than

synchrotron if we are to escape this dilemma. Thomas Gold of

Cornell University has suggested that quasars and also radio

galaxies derive their energy from stellar collisions in very dense

galactic nuclei. The relative velocities involved in these stellar col-

lisions are such as to generate X-rays in the range we observe.

According to such a model, the X-ray emission would dominate all

other electromagnetic radiations.

The range of intensity thus far observed in X-ray astronomy is

about a factor of 100. In the radio spectrum, about 10,000 radio

galaxies have been identified and the intensities cover a range of

about 10,000. By analogy we would expect that if we could in-

crease the sensitivity of X-ray detection by a factor of 100, we

would probably detect 10,000 X-ray sources. All that is needed

to achieve the X-ray sensitivity is the longer observing time at-

tainable from a satellite. One hour of pointed measurement at a

source would provide a hundred times the sensitivity that is obtained

in observations from an unstabilized rocket. On Apollo class ve-

hicles it is not impracticable to consider counters of 100 square

meters area capable of mapping the entire sky at one degree per

second with a sensitivity adequate to detect sources a thousand

times weaker than the Crab Nebula. The sensitivity could be in-

creased by slowing the scan rate. From a base on the Moon, star

rise and star set observed over the lunar horizon could provide

position accuracies of one second of arc on sources hundreds of

times weaker than the Crab. X-ray reflecting telescopes have al-

ready been employed successfully to photograph the Sun. In

principle, it should be possible to engineer X-ray telescopes as

large as can be accommodated in the Apollo Moon vehicles and
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still achieve a resolution in the range of seconds of arc. Such

telescopes would reach X-ray sources a million times weaker than

the Crab Nebula.

Within the next decade, X-ray astronomy should become a

powerful tool for exploring those regions of the universe where

charge particles of very high energy are being generated and

where superhot stars and plasmas may exist. To appreciate fully

the possibilities of X-ray astronomy, we need only to think of the

comparison with radio astronomy. In a quarter of a century of

radio exploration man has advanced his knowledge of the ob-

servable universe incalculably. Suppose, for example, that radio

waves could not penetrate the atmosphere and that our radio as-

tronomy had to be conducted from rockets and satellites. Knowing

what we now do of the discoveries of radio astronomy, we would

exert every possible effort to conduct the observations above the

atmosphere. Today, X-ray astronomy appears to have every in-

gredient of potential scientific revelation that has characterized

radio astronomy, and we are prepared to explore it with the full

capabilities of space technology.
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The

Cosmic

Ray

Universe

PETER MEYER

All our knowledge of the physical processes which occur in our

Galaxy or even further away in the universe comes from ob-

servations of the radiation which is emitted from stars and other

astronomical objects and reaches the vicinity of the Earth with

sufficient intensity to be observable. Electromagnetic radiation

in the visible spectral region—light—is most easily accessible

to observation and has for a long time been the only means of gain-

ing information about astrophysical phenomena. Astronomy is

one of the oldest branches of the sciences, mainly because some

astronomical phenomena are directly accessible to observation

without the use of complicated instrumentation. The invention of

the telescope has made astronomy one of the most advanced scien-

tific disciplines. To this day astronomical observations are the

richest source for new discoveries in astrophysics, and it is amazing

what wealth of information about many details in our universe has

been gained through the analysis of optical and spectroscopical
data.

Visible light, however, is not the only form of radiation which
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reaches us from the great distances. Twenty years ago it was shown

that radio waves of extraterrestrial origin age reaching the Earth,

some coming from distinct sources, others from larger regions of

space. This discovery led to the new branch of astronomy, radio

astronomy. Then, only a few years ago, came the startling dis-

covery of X-ray emitters within our Galaxy. But we should not

forget the corpuscular radiation which was discovered more than

fifty years ago and which was given the name of cosmic radiation.

It is this radiation which is the topic of this chapter.

Although discovered quite some time ago, cosmic rays have

only recently, for a little more than ten years, contributed heavily

to astrophysical research. The reason for this delay is that it took

a long time to ascertain the nature of this radiation. To clarify

this, let me briefly go back to some of the historical background

which led to the discovery of the cosmic rays.

At the beginning of the twentieth century many research workers

were actively engaged in studying the radiation which is emitted

from radioactive substances. The scientists constructed detectors

which were sensitive to the radiation from the radioactive sub-

stances. They soon noticed that even when all radioactive material

was removed from the detector, there remained an unexplained

small amount of radiation. It was soon argued that this radia-

tion must come from a general radioactive contamination of the

surface of the Earth, and in order to prove this point an Austrian

scientist, V. F. Hess, placed his detection instruments in the

gondola of a balloon and took a ride with them to quite high al-

titudes above the Earth. If the hypothesis that the radiation

originated at the surface of the Earth were correct, Hess ex-

pected that the radiation effect in his instruments should go down

the farther he removed them from the surface of the Earth. To

his surprise, exactly the opposite occurred. The intensity of the

radiation increased with increasing height, and Hess soon con-

cluded that his experiment could only be understood if one

assumed that a very energetic type of radiation falls on the surface

of the Earth from the outside. This radiation, whose nature was

not at all understood at the time, except that it had properties

similar to the radiation from radioactive substances, was given the

name cosmic radiation.

It took many years until the nature of the radiation was clearly

identified. The reason for the difficulty is simply that our at-
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mosphere, which is so transparent for visible light, is not at all

transparent for cosmic rays. We know today that the cosmic rays

are nuclear particles, of great energy, and these nuclear particles

have a high probability of collision with the nuclei of oxygen and

nitrogen in the upper layers of the atmosphere. The radiation,

therefore, that we see at sea level is entirely different in character

from the primary radiation: it consists essentially only of the

nuclear debris which is the result of the collisions.

The long years of study of these interactions between the cosmic

ray particles in the atmosphere were not at all fruitless. On the

contrary, they led to a large number of very important discoveries

and many of the new unstable elementary particles were dis-

covered during these studies.

In order to learn what information the cosmic rays may bring us

from the distant worlds, it obviously is necessary to study them

directly, quite aside from their atmospheric secondaries. Tech-

nological developments of the last years have helped greatly in

this direction. First of all, high-altitude balloons were developed

capable of carrying instruments in and above the stratosphere.

Then the technology of rockets and of satellites came along and

made it possible to investigate many additional details of this

radiation. Let me in a few words give some of these details.

The majority of the cosmic rays are protons—the nuclei of the

simplest atom, the hydrogen atom. But there also exist heavier

nuclei in a periodic system: e.g., helium, lithium, beryllium, boron,

carbon, nitrogen and oxygen; and nuclei as heavy as iron have been

found, There are also some electrons present in the primary cosmic

radiation, and all of the particles have energies which vary over

a wide range. Many of them have an energy between 100 and

1,000 million electron volts. This falls within the energy range

that cyclotrons and high-energy machines in our laboratories can

produce. But some of them have extremely high energy, a billion

times the energy of the largest accelerator that has been built in

a laboratory today.

Two groups of cosmic ray problems are of particular interest
in astrophysics. On the one hand is the question of the origin of
cosmic radiation: that is, the question of understanding the
processes by which these nuclear particles may gain their tre-
mendous energy and the question of the nature of the objects
which are capable of producing such particle acceleration. On the
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other hand, there is the problem of the interactions of the cosmic

rays during their travel: that is, the interaction of cosmic rays

with the tenuous matter in the Galaxy or with magnetic fields in

the Galaxy or in the solar system. In this second context, one may

use cosmic ray particles as probes in order to explore phenomena

which otherwise are inaccessible to observation.

Let me first address myself to the problem of the origin of

cosmic rays. Anybody who has ever seen a high-energy physics

laboratory and an accelerator must be convinced that it is ex-

tremely difficult to accelerate nuclear particles to high energy.

Nevertheless, we seem to find that nature does exactly that at all

times, with high efficiency, and at many places. We know that in

the Galaxy there exists an abundant flux of cosmic rays which

must be replenished. But we also find the phenomenon of particle

acceleration closer to the Earth. Take, for example, the Van Allen

radiation belt around the Earth, which is filled with high-energy

particles. Or let us look at the Sun which, as we know, does at

rare occasions emit high-energy particles when a large chromo-

spheric eruption takes place on its surface. In spite of all these

observations, it has not yet been possible to pinpoint clearly the

mechanism through which particle acceleration in astronomical

dimensions proceeds.

We have good reasons to assume that most of the cosmic rays

that we observe at the Earth are of Galactic origin. Magnetic fields

in the Galaxy force the charged nuclear particles to move along

spiral orbits and they prevent them from leaving the Galaxy along

a direct path. These magnetic fields are probably the reason that

the particles fall uniformly on the Earth, so their direction of in-

cidence does not give us any information as to the point of their

origin. In this respect, cosmic rays obviously behave entirely dif-

ferently from visible light, which travels along straight paths. If

our eyes were sensitive to cosmic radiation rather than light, we

would not be able to see a single star or object; the entire sky

would look uniformly gray.

Enrico Fermi was the first to develop a theory in which mo-

tions of Galactic magnetic fields were made responsible for the

acceleration of the cosmic rays. But there are other hypotheses

which appear to us even more probable today and which claim that

cosmic rays originate at specific points in the Galaxy—namely, in

the remnants of so-called supernovae. The phenomenon of a super-

nova occurs in aging stars which have used up their nuclear fuel,
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hydrogen and helium, and which are then suddenly exploding,

creating a large amount of energy in a relatively short time.

Let us ask the following question: Which objects can with

certainty be identified as sources of energetic particles? We find

that there are only two kinds. The first is the star nearest to us, the

Sun, which, as I have just mentioned, emits high-energy particles

during chromospheric eruptions called solar flares. The energy

of the particles which the Sun normally emits during such flares is

lower than the energy of the average cosmic rays, and it is quite

clear that the Sun cannot be a major source of the total cosmic

radiation that we observe near the Earth.

The Sun, however, is very interesting to us as a prototype ac-

celerator. First, it might be possible that other stars might show

phenomena similar to those of a solar flare and are emitting par-

ticles more abundantly than the Sun. Second, the Sun is so close

to us that we can hope that a detailed study of the solar flare

phenomenon may give us a general clue to the acceleration

mechanism which will help us to understand the processes in far

removed objects. Third, we can correlate the particle emission of

the Sun with the emissions of light, of X-rays, and of radio waves

and use these correlations as indicators for a theory of particle

acceleration.

The study of solar-emitted high-energy particles has also been

very fruitful in other respects. For example, it was possible to

measure the distribution of the chemical elements in the solar-

emitted particles and thereby to obtain a knowledge of the
abundance of the elements in the Sun, completely independent
of and different from the data which are available through
spectroscopic investigations. Finally, the study of the time de-

pendence of the intensity of solar particles has been of great
interest for understanding the configuration of magnetic fields in
the solar system. The solar-produced particles are unable to escape
from the solar system in a short time. They are stored within the
interplanetary space, and the only mechanism that one can pro-
pose for this storage are interplanetary magnetic fields, Through a
study of the temporal behavior of solar-created high-energy par-
ticles, it has been possible to make deductions on the configuration
of the magnetic fields in interplanetary space.
The only other object in our Galaxy aside from the Sun which we

can clearly identify as a source of energetic particles are the rem-
nants of supernovae. Six supernovae have been observed and re-
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corded in our Galaxy in historic times, and on the basis of these

data it appears probable that one or several such supernovae ex-

plosions occur per century within our Galaxy. The remnants of the

supernovae often show an intense emission of electromagnetic radia-

tion with a spectral distribution which can uniquely be diagnosed

as being due to high energy electrons. There is no doubt today

that several of the supernova remnants contain high-energy elec-

trons. The most famous of the supernova remnants is the Crab

Nebula.

The supernova explosion which led to the Crab Nebula was

observed in the year 1054 by Chinese astronomers and was described

by them in great detail. While the observations of the visible light,

its polarization, and the radio waves which are emitted by the Crab

Nebula leave no doubt about an intense flux of high-energy elec-

trons, there is unfortunately no direct proof for the existence of

energetic protons and heavy ions, but it has been assumed likely

that those particles have also been accelerated. It is, of course,

not known to what degree the particles which are present in the

Supernova remnant are emitted into the Galaxy and are therefore

becoming part of the general cosmic ray gas in the Galaxy.

While I said that we think that most of the cosmic rays are of

galactic origin, we also know today that not all the cosmic radia-

tion can be stored within the Galaxy. In recent years, through

investigations of large air showers, it has been possible to show that

there exist primary particles with energies up to 102° (100 billion

billion) electron volts. The flux of these energetic particles is very

small, but their very existence is of great astrophysical importance.

It forces us to the conclusion that cosmic radiation, probably with

a small density, is also present in extragalactic space because it is

inconceivable that the magnetic fields of our Galaxy are capable

of confining such energetic particles within the dimensions of the

Galaxy. We know nothing about the origin of these extremely

high energy particles, nor do we know anything about their spatial

distribution in extragalactic space. All discussions of this problem

are rather speculative at the present time.

Let me then turn to the second part of this discussion and try to

point out what we may learn through a study of the interactions

of the cosmic rays during their life and travel. As I mentioned

before, the trajectories of the charged cosmic ray particles are

determined by the galactic magnetic fields. Except for the particles
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of extremely high energy, the radii of curvature of the particle

orbits are small compared to the dimensions of the Galaxy. There-

fore cosmic ray particles move through the Galaxy in a random-

walk fashion because they are bent around by the magnetic fields,

which change in direction and intensity from place to place. Al-

though individual sources may be responsible for the creation of

the cosmic rays, the direction of motion of the particles very

soon becomes isotropic. They remain in the Galaxy for intervals

of the order of a million or 10 million years until they escape into

extragalactic space.

We do not know the lifetime of the cosmic rays with great ac-

curacy, but we can estimate it by using our knowledge of the aver-

age density of gas in the Galaxy. This density is estimated to be ap-

proximately one or two hydrogen atoms per cubic centimeter. The

second quantity which we need in order to estimate the lifetime is

the average amount of matter that a cosmic ray particle traverses

until it is lost through escape.

This second quantity can be obtained experimentally through

the observation of the mass spectrum of the cosmic radiation.

To point out how this can be achieved, let us recall the following:

The light elements, lithium, beryllium, and boron, are extremely

rare in the universe and so we can assume that freshly accelerated

cosmic radiation also contains very few of these elements. Yet

a small but measurable quantity of these elements is observed in

the beam of the cosmic rays when it reaches the Earth, a quantity

which, relative to the other elements, is very much larger than

in the universe. Their existence can, however, be explained by

assuming that they are the products of collisions of cosmic ray

nuclei heavier than the lithium, beryllium, and boron with the

hydrogen within the Galaxy. During such collisions, spallation

products are created, and among these the lithium, beryllium, and

boron atoms are not rare. By measuring the flux of the light ele-

ments and comparing it to the flux of heavier elements, one can

therefore estimate how many collisions have taken place and thus

conclude that, on the average, three to four grams per square

centimeter of matter have been traversed by a cosmic ray particle

until it reaches the observer.

The abundances of the various elements in the cosmic radia-
tion are being studied intensively at the present time. These in-
vestigations have shown interesting differences between the element
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abundance in the universe and the abundance in the cosmic radia-

tion. For reasons that I have just outlined, the cosmic rays are

relatively rich in lithium, beryllium, and boron.

But if one looks at the heavier elements in the cosmic radiation,

one finds that they also show a higher relative abundance than the

general abundance in the universe—if one compares them, for

example, with the abundance of oxygen. This observation has

sometimes been interpreted as a further suggestion that the

supernovae explosions are the source of the cosmic rays. I men-

tioned before that the stars which undergo the supernova process

are old stars which have used up a large fraction of their nuclear

fuel and in which the heavier elements show the highest con-

centration.

An important further step in the study of the composition of the

cosmic rays is an investigation of the distribution of various isotopes.

The measuring instruments that we have at our disposal today

are not yet capable of resolving most of the different isotopes.

The only successful work has been carried out on the isotopes of

the element helium—the isotopes He? and He*—and the results

of this work further confirm that the cosmic rays have, on the

average, traversed 3 to 4 grams per square centimeter of matter

between their source and the Earth.

The method of using the cosmic rays as probes to investigate

astrophysical problems has been particularly useful in the studies

of the physics of the solar system. Collisions between cosmic rays

and interplanetary gas do not play any important role here be-

cause the time which the particles spend in this limited region of

space is very short. The interaction of the cosmic ray particles

with interplanetary magnetic fields, however, is very noticeable for

the observer at the Earth. These interplanetary fields are controlled

by the stream of highly ionized gas which is emitted by the Sun.

The Sun is the origin of the fields, and the solar wind manipulates

them. The interplanetary magnetic fields modify the flux as well as

the energy spectrum of the galactic cosmic rays. This modulation is

most pronounced for cosmic ray particles of relatively low energy,

particles with energy perhaps up to a few million electron volts,

but in this energy region the influence of solar activity is very

noticeable.

The most famous of these so-called solar modulation effects of the

cosmic radiation is the 11-year variation of cosmic ray intensity,
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which was first observed by Scott Forbush. The very fact that the

modulation occurs with a periodicity of 11 years made it clear that

solar activity, which undergoes an 11-year cycle, must be re-

sponsible for it. The intensity and energy spectrum of the cosmic

rays have been thoroughly studied during the past solar cycle,

which included the period of the International Geophysical Year,

and it has been found that in the years of highest solar activity

the cosmic ray intensity is considerably reduced compared to the

years of low solar activity. This anti-correlation between solar ac-

tivity and cosmic ray intensity makes it very clear that one is deal-

ing with a modulation effect and not an effect of solar production of

cosmic rays. While a few years ago the main effort of the study of

cosmic ray intensity variations was carried out with monitoring

stations on the surface of the Earth, we have today almost con-

tinuous surveys of the cosmic ray flux and energy spectrum through

instruments which are carried aboard satellites and space probes.

The observations of the cosmic ray flux and spectrum have led to

the conclusion that a solar controlled mechanism is at work which

efficiently shields the inner solar system from the full beam of

cosmic rays. The earlier cosmic ray observations already have

indicated that this shielding is carried out by interplanetary mag-

netic fields which are controlled by the solar wind, and _ this

conclusion has today been beautifully verified through direct

measurements of the plasma flow and of the magnetic fields in

interplanetary space.

It was possible in the past few years to gain a rather complete

picture of the physical phenomena in the solar system. Many

details, of course, are still missing and much work remains to be

done to understand these details. If we briefly summarize our

discussion, we may say that the new field of particle astronomy,

which we may call cosmic ray studies, has given a new dimension

to astrophysical investigations. The synthesis of observations from

various branches of astrophysics has greatly enlarged our knowl-

edge of the physical phenomena which take place in the space that

surrounds us. This is true for the regions of space close to us and

those extremely far from us. Let us again name some of the

problems, perhaps in the order of increasing distance from the

Earth.

The Earth is surrounded with a belt of intense radiation of

energetic particles, the Van Allen radiation, whose origin is a
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problem which has not been uniquely solved today. There is,

however, little doubt that the energy given to the particles in the

radiation belts stems from the Sun and is transported through the

plasma wind to the vicinity of the Earth. The acceleration mechan-

ism probably has to be sought in the interaction between the solar

plasma wind and the geomagnetic field. We find particle accelera-

tion on the surface of the Sun in connection with solar flares.

Here we observe the acceleration process in our back yard, so to say,

and we hope that by studying the flare phenomenon in great

detail we may understand the processes which are going on in

objects which are farther removed and not so easily observable.

Investigations of the modulation of galactic cosmic rays in the solar

system have shown that there exist interplanetary magnetic fields

which are influenced by the solar plasma stream. It has been pos-

sible to make theoretical models for the configuration of inter-

planetary magnetic fields from the studies of the cosmic ray

modulation.

At greater distance still, the cosmic radiation is a rather im-

portant part of our Galaxy. Its energy density is comparable to

the energy density in the form of turbulent motion and magnetic

fields, and the energy flow of cosmic radiation onto the surface

of the Earth is about the same as the flow of energy in the form

of starlight. We find it likely that most galaxies of a type similar to

ours contain cosmic rays, and through radio astronomical ob-

servations it has been possible to prove that other galaxies at

least contain high energy electrons. We believe today that the

majority of the cosmic rays which we observe at the Earth have

been created within our Galaxy. Several sources may be respon-

sible for this radiation, but a very probable candidate as a source is

the supernova. The discovery of particles with extremely high

energy has forced us to the conclusion that a small fraction of the

cosmic rays comes from regions of space outside of the Galaxy, but

we do not have much information as to their source.

The field of cosmic ray research has in the course of the years

developed more and more from a branch of high-energy physics

to a branch of astrophysics. Most of the new elementary particles

which were discovered in the past decades were first observed in

the cosmic radiation, and in this way cosmic ray research has made

a large contribution to high-energy physics. In the years ahead

it may well make an equally large contribution to astrophysics.
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Gravitation

ROBERT H. DICKE

The planetary motion in our solar system, the vortex motion of

the galaxies, and the expansion of the universe are dominated by

a single universal force, gravitation, so indiscriminate that it tugs

at all matter in substantially the same way. Equal amounts of

matter or energy in the form of gold or hydrogen, or even electro-

magnetism confined to a box, are attracted gravitationally with

equal strength. It is an enigmatic force that has long puzzled

man—a force whose origin appears to be related to the nature

of space itself. It is a force closely related to the inertial pull

experienced by an observer in an accelerated laboratory. It is a

force far weaker than any other that has ever been observed.

It may seem strange to call gravitation weak, for that enormous

chunk of matter, the Earth, requires a pull of 3.6 X 102! kilograms,

that is a weight of close to four thousand million, million, million

kilograms, to keep it accelerating toward the Sun in the manner de-

manded by its orbit. This is clearly an enormous force. However,

on an atomic level gravitation is extremely weak. For example,

the electrical interaction between the electron and proton in the

hydrogen atom is 10“ times as great as the gravitation interaction.

This strange number, 10, one followed by 40 zeros (10

thousand million, million, million, million, million, million), is a

number so large as to defy the imagination. It can be visualized by

noting that the distance out to the farthest visible limits of the uni-

verse is greater than the diameter of the extremely tiny atomic

nucleus by this same factor. It might also be noted that the total
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number of atoms in the visible region of the universe is approxi-

mately 10“ squared—10®.

Have scientists an explanation for the weakness of gravitation?

Most physicists seem to regard the extreme weakness of gravita-

tion as a result not requiring explanation. According to them,

the number 10 cannot be predicted from theory, and it 1s

not related to any of the other numbers with which they deal.

A small minority of astronomers and physicists, of which the

famous British astronomer Sir Arthur Eddington was the leader,

believed that the number 10” could be obtained from theory, being

related in some complicated way to such prosaic mathematical num-

bers as 2, 7, and e. Another small group of physicists believes that

the strength of the gravitational interaction may not be fixed but

may be related to the structure of the universe.

In 1937, the British physicist P. A. M. Dirac suggested that the

apparent relation between the strength of the gravitational inter-

action, the distance to the visible limits of the universe, and the

number of atoms in the visible universe was not an accident, but

that these numbers were related to each other. It is known that

the age of the universe is approximately 10 times as great as

the time required for light to pass through the nucleus of an atom.

This suggested to Dirac that as the universe aged and this number

increased, all these large numbers would increase together. In

particular, in comparison with electrostatic forces, gravitation

would become weaker with time.

More recently, a somewhat similar result has been obtained in

a quite different way, by analyzing theoretically the role of inertial

forces in relation to gravitation. Everyone is quite familiar with

inertial] forces, for instance, the apparent tug experienced in an

automabile as it rapidly rounds a corner. Such forces seem to be

intimately related to gravitation. It was suggested by the German

physicist Ernst Mach in the nineteenth century that the inertial

forces experienced in an accelerated laboratory may be considered

as gravitational, having their origin in distant parts of the universe.

This idea has become known as Mach’s principle.

When Einstein constructed General Relativity, his theory of

gravitation, he was strongly influenced by these arguments of

Mach, and most of the effects to be expected under Mach’s prin-

ciple are to be found built into his theory. However, there are

several striking omissions, and physicists are divided in their
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estimate of Mach’s principle, its significance for physics, and its

role in the theory of relativity. Some believe that General Rela-

tivity supplemented by an auxiliary condition—a proper initial dis-

tribution of matter—is in complete accord with this principle.

Others believe the contrary.

A number of years ago C. Brans and I constructed a modified

form of Einstein’s theory which is able to avoid some of these

difficulties without the necessity for supplementary conditions.

This theory was subsequently found to be very closely related to

one constructed earlier by P. Jordan to provide a theoretical basis

for Dirac’s ideas. We also were led to expect gravitation to grow

weaker with time, but less rapidly than Dirac had suggested. We

concluded that the gravitational constant might presently be

decreasing by 1 to 2 parts in 10! per year, roughly a factor of 10

less rapidly than Dirac postulated.

This change with time is due to the presence of matter in the

universe and the influence of this matter upon the value of a field

which has magnitude but not direction—in short, a scalar field.

The theory assumes the existence of such a scalar field, the source

of a long-range attractive force between matter, This scalar at-

tractive force between matter is very similar to gravitation, and

10 percent of the force we call “gravitation” could be due to a

scalar field without the appearance of any obvious anomaly.

The idea of a slowly weakening gravity is not in accord with

Einstein’s theory of gravitation, and it is of interest to inquire

whether it is possible to use modern techniques to determine if

gravitation is growing weaker with time. Also, if it should happen

that gravitation is weakening, would this have important implhi-

cations? Would the history of the Moon and the planets in the

solar system be affected? The internal workings of the Sun? Of

immediate and direct importance to man himself is the question

of whether the evolution of the Earth and the origin of life on

Earth could have been influenced by such a factor.

Consider first the possibility of using planetary motion to ob-

tain information about the strength of gravitation. If gravitation

were growing weaker with time, a gravitational clock would

gradually run slower with time in relation to a clock which is

based on the electrical interactions. The motions of an electron

inside an atom are controlled by the electrical interactions, and

a clock based on the internal motions in an atom is called an

299



atomic clock. Such atomic clocks are already available and some

are timekeepers of extremely high precision, better than one part

in 10', If a highly precise clock based on the gravitational

interaction could be obtained, it would be possible to intercom-

pare the two clocks and hence to determine if the gravitational

interaction is growing weaker with time.

It is possible that such a gravitational clock could be con-

structed as an artificial satellite moving in such a way that the

effects of gas drag and light pressure on the motion of the satel-

lite would be negligible. It would be hoped that the time-

keeping qualities of such a gravitational clock, when compared with

an atomic clock, would yield information about the constancy of

the gravitational interaction. As things stand now, it would appear

that the artificial satellite would need to be in orbit for several

years before enough precision could be obtained to give a definitive

answer to the questions which are being raised.

We are tantalizingly close to being able to use the old classical

astronomical observations of the Moon and Sun to answer this

fundamental question. The Earth, in spinning on its axis, is measur-

ing something akin to atomic time, for the diameter of the Earth

is determined mainly by the diameter of the atom. It is not an

extremely precise clock, however, as the rotation rate is affected

by a‘variety of disturbances. Because of tidal interactions with the

Moon and Sun, the spin of the Earth is gradually decreasing.

Also, because of atmospheric tides driven by heat from the Sun,

there is a tidal torque tending to increase the rotation rate of the

Earth. There is also an irregular fluctuation of the Earth’s rota-

tion, the causes of which are not well understood.

As a result of the classical work of astronomers and the recent

careful work by the American geophysicists Walter H. Munk and

Gordon J. F. MacDonald, the strengths of the tidal interactions with

the Earth are now fairly well known and the Earth-clock can be

corrected for these effects. The irregular fluctuations are still a

source of trouble, but by making use of observations extending over

a long enough period of time their contributions tend to average

out.

Fortunately, it is possible to combine information concerning

the occurrence of ancient eclipses with modern telescope observa-

tions in such a way as to be able to compare the timekeeping of the

Earth, rotating on its axis. Furthermore, this comparison extends

over a 2,000-year period.
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The observations permit us to evaluate the magnitude of the

tidal slowing of the Moon’s motion, hence of the tidal slowing of

the Earth’s rotation. After making a correction for this effect, the

Earth’s rotation provides a measure of time. With this time scale,

the Earth and Moon are observed to move in their orbits ever

more slowly. The slowing of this motion is by roughly twice the

amount to be expected if gravitation becomes weaker with time by

two parts in one hundred thousand million per year (10!!).

While this is an interesting result, one should not be overly im-

pressed. The change of sea level in the past few thousand years

requires a further correction to the Earth’s rotation. While this

appears to be a small correction, even its sign is somewhat un-

certain. If the deep interior of the Earth flows easily, the correc-

tion for the effect of sea level change decreases the planetary

slowing slightly. If the deep interior is rigid, the implied planetary

slowing is increased. Another point at which there is some uncer-

tainty concerns the liquid core of the Earth. Its rotation could con-

ceivably be decreasing slightly and speeding the rotation of the

outer parts of the Earth.

While there is presently no clearly defined alternative explana-

tion for the observed anomaly in the Earth’s rotation in relation

to planetary motion, the interpretation as an effect of slowly weaken-

ing gravitation is somewhat shaky. It seems certain that some new

observational tool will be needed to answer this question.

In addition to the timekeeping artificial satellite mentioned above,

as an extremely precise gravitational clock, the Moon itself could

be used. The precision of the observations could be greatly improved

by placing one or more corner reflectors of great precision on the

Moon’s surface. By observing the time delay in laser-light pulses

returned from these reflectors, a very precise lunar orbit could be

obtained. Instead of the rotating Earth, a hydrogen maser would

be used as an “atomic clock.”

Presently, the most important test of Einstein’s gravitational

theory involves the motion of the planet Mercury. The major

axis of this elliptical orbit swings slowly about the Sun, and part of

this motion is very likely due to a relativistic effect. There is some

doubt about the magnitude of this effect because part of it could

be due to the distorted gravitational field associated with a very

slightly flattened Sun. As of now as much as 15 percent of the

excess rotation could be due to this non-relativistic effect, the
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remainder being relativistic. At Princeton, M. Goldenberg and I

are attempting to measure this flattening or set an upper limit to

its size. Observations in the summer of 1966 indicate that 8 percent

is probably due to the effect of the Sun’s oblateness.

We come now to the question of the possible effects of a time-

varying gravitational interaction on the past history of the planets,

the Sun, and the Galaxy. The rate of weakening of gravitation con-

templated is so small that great periods of time are required to

produce any important effects. The magnitude of change considered

reasonable is one or two parts in 10!! per year. During all of

recorded history the change in the gravitational interaction, re-

sulting from such a small rate of change, would have been in-

significant, but during the 4.5 thousand million years that the

Earth has existed the change would have been as great as 10 per-

cent, a small but not insignificant change.

The Earth is compressed substantially by the gravitational pull

that holds it together. As first pointed out by Pascual Jordan,

a steady weakening of this pull would result in a slow but steady

expansion of the Earth. It seems possible, perhaps even probable,

that this small effect would have left no visible trace, because of

larger masking effects produced by a slow convection of the Earth’s

interior. However, it is possible that steadily weakening gravitation

could be a factor leading to the tremendous outpourings of lava on

the Earth’s surface. It is the deep interior of the Earth that 1s

gravitationally compressed, not the surface, and it is the interiov

that would expand. This expansion could take place as a percolation

of the more fluid parts of the Earth’s interior through the crust to

the surface. It is interesting and may be significant that the total

volume of the Earth’s crust is two-thirds of what would have been

expected if an expansion had taken place solely in this way, with

gravitation weakening at a rate of | times 10-!! per year for 4.5

thousand million years. (An alternative mode of expansion is the

opening of surface cracks. )

The Moon shows little evidence for the internal convection that

would lead to the formation of ranges of folded mountains and

sideway slipping of large masses along fault planes. On the Moon,

therefore, although the expected expansion is far smaller than that

for the Earth, it might be more readily observed. The expansion

could take place through tension cracks at the surface or again as

an outpouring of lava on the surface. Interpreting the lunar maria
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as lava flows arising in this way, one would expect an outpouring

sufficient to cover one quarter of the lunar surface to a depth of

one kilometer.

One important effect of a gravitational interaction stronger in

the past would be a hotter Sun. It is expected that a star having

a mass about that of the Sun would radiate heat and light at a

rate proportional to the seventh power of the gravitational con-

stant. This higher radiation rate, some one to two billion years ago,

could have meant a warmer surface for the Earth and could have

implied a slightly warmer environment for the conditions under

which life arose. On the other hand, the traditional view, based on

the assumption that the gravitational interaction has not changed

with time, is that the Sun and the Earth were somewhat cooler at

this earlier time, near the freezing point some 3 X 109 years ago.

One of the ways in which a stronger gravitational interaction

in the past would have affected the stars would have been in their

apparent age. If the stars were brighter in the past, as a result

of the gravitational interaction having been stronger, they would

have been evolving more rapidly, running through their life span

at a rate more rapid than now. Consequently, their apparent age, as

determined now from the observed stage of their evolutionary cycle,

could be somewhat faulty, having been computed on the basis of

an assumed constant gravitation.

A rather interesting and convincing test of the hypothesis that

gravitation is getting weaker with time could be obtained if we

had a proper measure of the apparent evolutionary age of the Sun.

The Sun’s age is already known with considerable precision from

the radioactive dating of the meteorites, making use of the radio-

active decay of uranium. If, at the same time, one had some direct

measure of the degree of evolution of the Sun, one could obtain

a quite direct and unambiguous statement about the rate of

evolution of the Sun in the past.

The present evidence on the evolutionary ages of stars in com-

parison with the expansion age of the universe suggests that perhaps

the old stars are younger than they appear to be, and this is in

agreement with the expectation associated with a gradually weaken-

ing gravitational interaction. These conclusions are not firm, how-

ever, as the present status of the theory of stellar interiors is not

sufficiently well developed that one can be completely confident

about its accuracy. It does seem certain that if the gravitational
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interaction were as much stronger in the past as we think possible,

the early days of our Galaxy could have been much different from

the situation as it is now pictured. Stars would have been brighter.

Their radiation would have been farther into the ultraviolet. The

early Galaxy could have spent its store of energy like a wastrel,

rapidly evolving in a few hundred million years into a relatively

elderly, well developed collection of stars.

To summarize, we have seen that there is a reasonable alter-

native to Einstein’s theory of gravitation and that observations of

great accuracy are necessary to provide a crucial test. We have also

seen, if the gravitational interaction has been growing steadily

weaker with time (the effect of a scalarfield in a matter-filled

universe), that this has had important influences on the past his-

tory of the solar system, of the stars, and of the Galaxy. In par-

ticular, geologists and astronomers would be led far astray if they

failed to take into account the effects of such a change in the

gravitational interaction, assuming that the change has occurred.

Could such an extremely slow variation of such a weak inter-

action have important practical consequences for us here and now?

The answer appears to be that we do not know. The fact of the

matter is that gravitational and inertial forces are very primitive

and fundamental. Any lack of understanding here could contribute

to a confusion in our understanding of other parts of physics. In

particular, we know very little about the structure of elementary

particles. Gravitation could conceivably hold the key to their

explication.

For a half century there has been very little improvement in the

observational basis for our understanding of gravitation. New

techniques, particularly those of space science, promise to do much

to remedy the situation. In particular, it is to be hoped that in the

next half decade we shall discover whether or not gravitation is

growing slowly weaker with the expansion of the universe.
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Cosmolog y

P. J. E. PEEBLES

The purpose of cosmology is to establish a general impression of

what the universe is like: What is the nature of the universe, how

did it get this way, and how does it end? Put in these terms, it 1s

apparent that this is an ancient and honorable subject for debate.

The most recent revolution of thought on the subject has its roots

in the second and third decades of this century, with the revision

of theoretical ideas provided by Einstein’s General Relativity

theory and the great change in astronomical observations made

possible by the construction of big telescopes. These two develop-

ments combined in a remarkable way to give us the presently

accepted picture of the universe.

When Einstein attempted to apply his theory of General Re-

lativity to obtain a theory of the universe, he accepted as most

reasonable and natural a very important assumption: that the

universe is uniform on the average. This means that the universe

would appear much the same when viewed from any position in

space, if we ignore the minor local irregularities due to the lumpy

distribution of matter in stars and galaxies. This denies the notion

that there is an edge, or boundary to space, and it also denies that

the Earth is in a preferred position in space. The pendulum thus

had swung hard over from the cosmology of a few centuries earlier.

In the cosmological model which Einstein constructed space is

curved, closed in around itself. A two-dimensional analogy to this

is the surface of a balloon. An ant crawling on the susface would

discover that it has no boundaries, for it is the same everywhere
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if the balloon is spherical, consistent with the assumption of a uni-

form universe. Furthermore, if the ant crawled far enough in one

direction he would go all around the balloon, and end up back

where he started. This is the meaning of the closure of the space:

in Einstein’s original model, if a traveler moved in one direction far

enough he would end up back at his starting place.

Einstein’s model is a static one: in the two-dimensional analogue

the size of the balloon is constant. Like the assumption that space

is homogeneous, this property was dictated by a philosophical con-

sideration, that the universe should be eternal, unchanging. To make

this idea consistent with his theory of General Relativity, Einstein

had to introduce a new kind of force, the so-called cosmological

term, to balance the attractive force of gravity. Other people showed

that with the original theory of General Relativity, without the

cosmological term, one could also find models of the universe in

which space is closed, as in Einstein’s model, but the curvature of

the space necessarily is changing with time. In the two-dimensional

balloon analogy we must imagine that a small boy is blowing up the

balloon, or else letting the air out of it. An interesting property

of this model is that if the universe initally were expanding, the

expansion eventually would slow and stop, and the universe would

collapse back all the way to zero volume. One could not contrive

to circumnavigate this closed-model universe in the manner possi-

ble in Einstein’s original model because the trip necessarily would

take so long that before it could be completed the universe would

have stopped expanding, collapsing back to zero volume. Neglecting

the cosmological term, we know that in addition to this closed

model for the universe there is another possible kind, the so-called

open model, in which space is curved but not closed in on itself.

In this open model, if the universe were expanding initially, it

would keep on expanding indefinitely.

These theoretical models were derived with little reference to

observation, but the great interest in them is due to a remarkable

coincidence of the models with astronomical evidence that was

accumulating at about the same time.

This evidence grew from the study of the extra-Galactic nebulae

or galaxies. These are bounded systems of stars and gas, containing

as many as a million million stars each. We are in such a star sys-

tem, and so are all the other individual stars we can see in the sky.

The nearest neighbor of any consequence is the Andromeda Nebula.
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It is more than 10 million million kilometers away, and it stretches

over several degrees in the sky. Other galaxies can be distinguished

at distances so great that they cover only a few seconds of arc in

the sky.

Once it was discovered that these galaxies are large and very

distant star systems, it was natural to ask how they are distributed

about us. The answer appears to be that on the average they are

uniformly distributed throughout space. This result was obtained

in a beautifully simple way. We know, according to the inverse-

square law, that the observed brightness of a galaxy varies inversely

as the square of its distance away. Also, if the galaxies were uni-

formly distributed through space, the number of galaxies within a

given distance of us would vary directly as the volume enclosed—

which 1s to say, as the cube of the distance. Putting these two re-

sults together, it is seen that if the galaxies were uniformly distrib-

uted, the number of galaxies which appear in the sky brighter than

a given value would vary inversely as the 3/2 power of the bright-

ness. This is a relation which can be directly checked by count-

ing galaxies to various limiting brightness, and the galaxy counts

agree with the relation.

The second important result was the discovery of the general

motion of the galaxies. This was established by means of the

Doppler effect, according to which the light from a galaxy moving

away from us would appear shifted toward the red end of the

spectrum, while the light from a galaxy moving toward us would be

shifted toward the blue. It was found that the light from very dis-

tant galaxies is red-shifted, indicating that the galaxies are moving

away from us. Furthermore, the recession speed of a galaxy was

found to be directly proportional to its distance away: more

distant galaxies are more rapidly moving away from us. This is

Hubble’s law of the general recession of the galaxies (1929).

We have from these observations the picture of galaxies uni-

formly distributed about us and uniformly moving away from us.

On the face of it, this would seem to lend considerable support to

a sort of geocentric cosmology: surely, if the galaxies are moving

away from us in all directions, we must be located in a special,

central position in the universe. This argument is misleading, as

can be seen by considering how the motion of the galaxies would

appear to an observer in some other galaxy. Since the observer's

galaxy is receding from us, the observer would say that our own
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Galaxy is receding from him. Furthermore, let us compare the

observations of a third, more distant galaxy in line with us and the

observer. According to Hubble’s law the more distant galaxy is more

rapidly receding from us. Thus the observer in the intermediate

galaxy also would see that the third galaxy is moving away from

him, but at a lower speed than we see. At the same time the

third galaxy is closer to the intermediate galaxy. This argument

leads to the result that, according to Hubble’s law, an observer on

any galaxy also would see that the galaxies are receding from him,

just the same as the general recession we observe.

Hubble’s law thus has a simple but remarkable consequence:

the motion of the galaxies would appear much the same when

viewed from any galaxy. Also, we have seen that the galaxies them-

selves are uniformly distributed. Thus we have the delightful result

that the distribution and motion of the galaxies agree with the

predicted behavior of the universe in the uniform expanding

cosmological models. Apparently the galaxies are bright enough

and distant enough that we can use them to map out the large-

scale structure of the universe, and this structure coincides with the

cosmological models. It is worth emphasizing that the cosmological

models were written down before the observational results were

obtained. Our admiration for this feat of pure thought is tempered

only slightly by the recollection of the number of false starts which

preceded it.

When Einstein learned of these results, he concluded that his

introduction of the cosmological term was wrong. Without the ad-

dition of the cosmological term, his theory of General Relativity

requires that the universe be expanding or contracting: apparently

it is expanding, and the original General Relativity theory 1s

adequate to describe its known properties.

In the two-dimensional balloon analogy to this cosmology, the

galaxies would correspond to dots painted on the surface of the

balloon, the density of dots being roughly the same all over the

balloon. As the balloon is blown up the dots move apart, in agree-

ment with the general recession of the galaxies. This analogy 1s

misleading in one respect: the dots would be stretched as the bal-

loon expands, but the galaxies themselves are not expanding. In

effect, space is opening up between the galaxies.

Using the cosmological model we can trace the expansion of

the universe back in time, ultimately to a time some 7 to 10
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thousand million years ago, when the model has shrunk back to

zero volume. This striking aspect of the theory has earned it the

name the “big bang” cosmology.

This development of fundamental ideas was completed by 1930,

and it signals the end of the classical period of cosmology. The

cosmological model which was developed is a beautiful combina-

tion of theory and observation, but it can be argued with some

justice that the observational evidence is not adequate to the theory.

The cosmology rests on just two observational results: the uni-

form distribution and the general recession of the galaxies. The

big bang is a long extrapolation from this.

In the past two years a third fundamental piece of evidence has

been uncovered, one which seems to provide the direct evidence

we have been lacking: that the universe did in fact expand from

a highly contracted state. This approach was suggested by R. H.

Dicke of Princeton University. It is based on two assumptions: first,

that the big bang cosmology is valid and, second, that in the early

highly contracted phase the matter in the universe was very hot.

The hot material would radiate and fill space with electromagnetic

radiation, of a character known as blackbody radiation. The in-

tensity and spectrum of this blackbody radiation are determined

solely by the temperature of the material. The same sort of effect is

seen in the wall of a stove, which glows dull red when it is heated

to about 1,000 degrees Centigrade, Perhaps a more direct analogy

is the fireball of radiation produced in a nuclear explosion. In fact,

the blackbody radiation which would have been produced in the

early stages of the big bang has been called the primordial fireball.

To understand the effect on this primordial fireball of the expan-

sion of the universe, it is well to go back to the two-dimensional

balloon analogy. We can picture the radiation as a swarm of ants

crawling about the surface of the balloon. This points up an im-

portant property of the primoridal fireball: at any point in space

we should see the radiation coming in from all directions. One

should not think of the fireball as originating in some sort of

localized explosion. Consistent with the assumption of uniformity,

the fireball radiation always would have uniformly filled all of space.

We also see from the model that, if the ants refrained from re-

producing, the average number of ants per unit volume would

decrease as the balloon is blown up. In a like manner the radiation

can be regarded as a collection of massless particles—photons—and
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we see that the number density of photons decreases as the universe

expands.

Finally, as the universe expands, the wavelength of the radiation

increases. If the light were radiated in a distant galaxy, we would

understand this as a Doppler shift: the light is shifted toward the

red end of the spectrum because the galaxy is moving away from

us. This means that the wavelength of the light as we observe it is

greater than the wavelength as it was radiated in the distant galaxy.

However, this behavior cannot be peculiar to light which originated

in the galaxy. Thus we can see that if a photon of the fireball radia-

tion happened to pass by the distant galaxy, an observer there could

measure its wavelength, and an observation of the photon when it

reached us would reveal that the wavelength has increased by

just the same factor as is the case for radiation actually emitted

from the distant galaxy.

It is seen from these arguments that as the fireball radiation

propagates through space in all directions the universe expands,

and the wavelength of the radiation increases, in effect stretched out

by the expansion of the universe. Also, the density of the radiation

photons decreases. The net result is that the characteristic blackbody

shape of the spectrum is preserved, but the temperature of the

radiation decreases. This distinctive blackbody spectrum of the

radiation is an important feature because it would distinguish

the primordial fireball from radiation produced later, in galaxies.

Again, these theoretical speculations came before the observations.

The first experimental evidence possibly indicating a primordial

fireball was found about 1965, with the discovery of an un-

expectedly high intensity of extraterrestrial radio radiation incident

on the Earth at a wavelength of 7 centimeters, Extrapolating from

the known radiation from the Galaxy at much longer wavelengths,

one would have expected that the radiation at 7 centimeters would

be almost a hundred times smaller than the observed value. This

radiation had of course been received in earlier instruments, but

it was not identified because one could not distinguish it from

noise originating in the receiver, or noise originating in the Earth

which managed to get into the antenna. Only when these local

sources of noise in the instrument were made small enough, and

were well enough understood, could people realize that there was

an anomalously high extraterrestrial background.

Is this new radiation the primordial fireball? To test this idea



it is necessary to measure the spectrum of the radiation and see if

it has the required blackbody shape. There are now observations

of the radiation at four different wavelengths, in the range from

20 centimeters to 2.6 millimeters; the measurements fit the black-

body radiation curve so that the results so far are very encouraging

for this point of view. It should not be too long before measure-

ments at still shorter wavelength complete the test. If the black-

body spectrum of the radiation is verified, it will provide direct

evidence that the universe has expanded uniformly away from a

highly contracted state. This would be a remarkable confirmation

of the big bang picture of the universe.

Accepting the general features of the big bang theory as valid,

we are confronted by an interesting question as to whether the

universe is open or closed, whether the universe expands in-

definitely or else stops expanding and contracts back. A possible

test of this is to look for the expected deviations from Hubble’s

law for very distant galaxies. The difficulty with this test is that

when we look at very distant galaxies we see them as they were

in the past, because of the finite propagation velocity of light.

Because we do not know how the properties of galaxies are chang-

ing with time, it would be difficult to interpret an anomaly in

Hubble’s law for very distant galaxies: we would not know

whether the anomaly is associated with the cosmological model

or simply with the changing properties of galaxies.

A second possible test is to look for the expected deviations in

the counts of galaxies to various limiting brightnesses. This test

was attempted by Hubble, but it was unsuccessful because sys-

tematic errors in the measurement of the brightness of the galaxies

became more and more important as he counted to dimmer galaxies,

thus obscuring the effect he was looking for.

The newly discovered quasi-stellar objects provide a powerful

new probe of the distant reaches of the universe. Whatever the

nature of these objects, they appear to be much brighter than

galaxies, so that they can be distinguished at much greater dis-

tances. This means that the expected discrepancies in the above

two tests would be larger than is the case for galaxies, but again

the results will have to be interpreted with caution: Can we be

sure that the quasi-stellar objects existing in these early epochs did

not tend to be systematically brighter or dimmer than the quasi-

stellar objects we see about us now?
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A third test, which is beginning to seem promising, is to measure

the mean density of mass in the universe. If this mass density is

less than a critical value which is determined by the known rate

of expansion of the universe, then the universe is open; if the mass

density is greater than this critical value, the universe is closed.

The mass density due to galaxies of ordinary size can be estimated

with some confidence, and it appears clearly too small, by a factor

of about thirty, to make the universe closed. The difficulty with

this result is that it neglects the possibility of relatively large

amounts of dark or dim matter in the vast spaces between the

galaxies. With the recent very rapid development of radio as-

tronomy, and of observations from rockets and satellites above the

obscuring atmosphere, it has become possible to look for some

reasonably possible forms of dark material. For example, measure-

ments of the electromagnetic radiation background above the

atmosphere permit us to conclude that electromagnetic radiation

is an insignificant contribution to the total mass density of the

universe. Also, it has been shown that there cannot be very ap-

preciable amounts of hot ionized hydrogen filling intergalactic

space, for such a gas would produce a greater flux of X-rays above

the atmosphere than is observed.

These observations do not yet rule out a relatively cool ionized

gas. But if it were too cool, the hydrogen would recombine, and

apparently intergalactic recombined hydrogen can be ruled out

on the basis of the spectrum of the very distant quasi-stellar

objects. If recombined hydrogen were present, it should have

strongly absorbed radiation from the very blue side of the spec-

trum, and this does not happen.

There are forms of dark matter which remain important pos-

sibilities, and, if we allowed our ingenuity free rein, we could

find forms, like intergalactic rocks of moderate size, which would

defy any attempt at detection. However, if we confine attention

to possibilities which are reasonably consistent with our cos-

mology, the list is not all that long. For example, we do not

expect to find intergalactic rocks because rocks would have been

decomposed in the original very hot fireball. Thus it may be that

the great improvement in observations possible, now that instru-

ments can be taken above the atmosphere, will permit a reasonable

resolution to the problem of the mass density in the universe.

This question, whether the universe is open or closed, is of con-
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siderable philosophical interest because it tells us how the uni-

verse ends (if the theory is to be believed). It will be recalled that

the open universe expands indefinitely, so that in time the stars

burn out and all activity in the universe dies away. On the

other hand, the closed universe stops expanding eventually and

collapses back in on itself. During this collapse the radiation in

the universe heats up again, eventually decomposes material, and

reduces it to ionized hydrogen, as it was initially. The model also

implies that the collapse goes all the way, to a state of unlimited

high temperature and density. Until recently it has been possible

to cling to the pious hope that this is a peculiarity of the over-

idealized assumptions of exact uniformity. Recent theoretical

work seems to prove, on the contrary, that such a collapsing uni-

verse inevitably develops a singularity, which is to say that the

equations become meaningless. What the universe would do at

this point is by no means clear.

Despite these puzzles there seems to be good reason to believe

the general picture I sketched earlier: that the universe we can

see about us is on the whole uniform and uniformly expanding.

Beyond this, the conclusions to be drawn depend very much on

personal tastes and preferences. I have drawn freely on my own

tastes and preferences in presenting this description of cosmology,

and will continue to do so in the following summary of some of

the most interesting problems of the subject.

An important problem is presented by the observed tendency

for matter to appear in the lumps called galaxies. This is a ques-

tion of immediate interest: we see that galaxies exist, and we do

not have to trace the expansion of the universe back very far in

time before the universe would have been too highly contracted

to contain galaxies, at least as they are today. This means that the

galaxies apparently formed at an epoch when the universe was not

in a very mysterious state, and therefore when the equations of

physics are well behaved, and we would hope that a sufficiently

perceptive application of these equations would lead to a reason-

able explanation for the galaxies.

Probably a much deeper puzzle is the remarkable uniformity

of the universe: Why did the universe start expanding with such

a uniform mass distribution and such a highly regular, initial

velocity distribution? This is not a consequence of General Rela-

tivity: the theory admits equally the regular, uniform universes
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and highly irregular ones. Our own preference for the uniform

and regular universes comes in part from a feeling that regularity i:

more elegant than irregularity—this sometimes is stated as the

cosmological principle—and in part from the much greater mathe.

matical simplicity of the uniform models. It is truly surprising that

nature has chosen a universe consistent with our own notions of

simplicity, and I find little comfort in the statement that this is a
result of the cosmological principle.

We do not know how to trace the equations of physics back

far enough in time to find out what the universe was like before

the big bang. One idea suggests that, before the big bang, the uni-

verse was collapsing in from a previous phase of expansion

followed by contraction. In this way we could imagine a cyclic

universe, repeatedly expanding, collapsing, bouncing, and again

expanding. This has the advantage that the universe is eternal,

in a sense, so that it places the problem of creation back in the

infinite past, where perhaps it belongs. A minor difficulty is that

the equations do not predict the necessary bounce from collapsing

to expanding phase—in fact, the equations break down at this

point. On the other hand, this is not very disturbing because it is

more than likely that the presently known physical theory would

be quite inadequate to describe the conditions at the time of the

assumed bounce.

We do not know how the universe ends, whether it keeps on

expanding forever or whether it collapses back in on itself. In the

latter eventuality we are completely uncertain about the ultimate

results of the collapse.

The list of problems is long, and of course we have no idea

what will be uncovered in the search for answers. But this still is

a living science, and we can enjoy the excitement of the search.
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Chemical

Evolution

of Life

on Earth

MELVIN CALVIN

“Chemical evolution” refers to that period of the evolutionary

history of the Earth during which the chemical components on

its surface were changed from their primeval forms into chemicals

from which living organisms could evolve and could develop.

This last phrase, “from which living organisms could develop,” is

perhaps the principal connecting link between the purely scientific

aspect of what I am about to say and the humanistic values which

it may or may not bespeak.

Throughout history, man has repeatedly made efforts to dis-

cover something of his origin, in order to gain from those be-

ginnings some understanding of his destiny. Man devises questions

couched in the language of the particular era and of the par-

ticular subculture in which he lives: the answers are limited to the

language of the question. To the question of origin, I propose to

seek answers only within the context of the scientific and technical

society in which we are now living. This is not to exclude other

possible answers or modes of response to this question, but only to

seek to provide some kind of base which is subject to a scientific,

or technical, test,
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The idea that living organisms appeared as a natural develop-

ment in the course of the chemical transformation of the surface

of the Earth is not new. Charles Darwin himself recognized that

the basic notions of evolution which he formulated applied, in

fact, continuously, not only throughout the appearance of living

organisms and the development of their enormous variety, but

back through the stages of history into the period which preceded

the existence of living organisms on the surface of the Earth. This

was recognized by him in a very famous observation which I think

is worth repeating because it reveals Darwin’s chemical concepts

as held as early as 1874: “You expressed quite correctly my

views when you said that I had intentionally left the question

of the Origin of Life uncanvassed as being altogether ultra vires

in the present state of our knowledge, and that I dealt only with

the manner of succession. I have met with no evidence that seems

in the least trustworthy in favour of so-called Spontaneous Gen-

eration. I believe that I have somewhere said (but cannot find

the passage) that the principle of continuity renders it probable

that the principle of life will hereafter be shown to be a part, or

consequence, of some general laws, . . .” |

It was possible to find the reference to which Darwin referred.

It was in a letter which he wrote much earlier, in 1871: “It is

often said that all the conditions for the first production of a

living organism are now present which could ever have been

present. But if (and oh! what a big if!) we could conceive in

some warm little pond, with all sorts of ammonia and phosphoric

acid salts, light, heat, electricity, etc., present, that a protein com-

pound was chemically formed ready to undergo still more com-

plex changes, at the present day such matter would be instantly

devoured or absorbed, which would not have been the case before

living creatures were formed.” * Darwin here exhibited two quali-

ties: First, a remarkable perspicacity about the nature of chemistry

and, second, an altogether characteristic conservatism about how

much he knew and how much chemists knew at that time about the

nature of molecules. In those days so little was known about the

nature of molecules and their interactions and behavior that it was

fruitless for him, and others like him, even to try to reconstruct

the chemical evolutionary history of prebiotic times.

INotes and Records of the Royal Society of London, Vol. 14, No. |



The situation today, however, is different. We not only have a

much more profound and intimate knowledge of the molecular

constitution of living organisms and of how they function, but

we also have a much more detailed and intimate knowledge of

the fossil record as it exists in the rocks of the surface of the Earth.

We have now two kinds of knowledge in much more intimate

detail than Darwin had, and I think, therefore, we are justified

in undertaking such a quest for the reconstruction of the chemical

events which gave rise to living organisms insofar as we can do so.

ORGANIC GEOCHEMISTRY

It is relatively easy to recognize the hard parts of animals, and

even of plants, after they have fallen to the sea or lake bottom

and have been covered by the mud there; they can leave their

impression in the rock formed from that mud or sand over many

millions of years. And these morphological structures can be

recognized for what they are. This, of course, is the basis for the

study of paleontology. Such a fossil record can be traced back

quite unambiguously for at least 600 million years. In fact,

quite recently it has been reported that well-developed fossil forms

of higher animals have been found in the northern reaches of the

European continent, and of the Canadian part of the North

American continent, which have been dated as early as 700 or 750

millions of years. But beyond that, the fossil record becomes less

unambiguous.

In recent years another kind of fossil record has been recognized,

a microscopic one which can be seen only with the assistance of

new techniques for the examination of thin slices of rock—using

both the ordinary microscope and the electron microscope. It

appears that there are shapes, or forms, which may very well be

the residues of primitive microorganisms (bacteria or algae) much

older than 700 million years. Even more recently, it has become an

accepted notion that such microfossils are indeed the residues of

microorganisms which are at least ! billion years old. Currently,

there are suggestions that such microfossils have been found in

rocks that are even twice that age, perhaps 2 billion years old.

It seemed to us some years ago, before any microfossils had

been unambiguously recognized, that some other way of tracing

biological history in the rocks should be possible rather than to

depend on undisturbed macroscopic shapes that could be dis-
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tinguished as animal or plant. The rocks, after all, have been

crushed and compressed and heated and distorted, and one might

expect such macroscopic shapes to be destroyed. However, some

of the organic molecules which were part of the constitution of

those living things might be expected to remain. We know now

that many of them do remain.

The organic constituents of the fossil fuels, coal and petroleum,

are the molecular residues of living organisms. Therefore, we

thought it would be useful to explore the molecular constitution

of ancient rocks even though they had been so metamorphosed

with pressure and distortion that there were no visible fossils in

them. We undertook to examine the very ancient rocks, which do

not have any large amount of liquid petroleum in them. The

amounts of hydrocarbons which these rocks contain are trivial

(merely traces), and we have to use methods of analysis which

will allow us not only to say there are hydrocarbons present but to

say which particular hydrocarbon structures are there, This re-

quired a very special analytical technique, with very special in-

struments, which have only become available to us in the last

half-dozen years.

To see if we could identify a certain kind of hydrocarbon mole-

cule as characteristic of the residues of living things, we began

by analyzing a relatively young rock which we knew contained the

residue of living organisms. We took a rock whose geological origin

was not in doubt; this was the Green River Shale which underlies

most of the middle of the United States and is only 60 million

years old. We were seeking to analyze the organic constituents

of rocks of increasing age until we should come to a time when

the organic constituents perhaps cannot be called the residues

of livirig things but rather the precursors of living things. There

should be some interval in time, as we go back, when the character

of the molecules is changed. Whether it is a sharp change or a

slow change is yet to be determined, but this is the interface in

time which we are seeking. We do not know that we have yet

found it. We have, however, found molecules which, we are fairly

confident, are not precursors to living things, but are residues of

living things.

Before continuing further, it might be worthwhile to say some-

thing about the time scale with which we are dealing and into

which we must fit. We must have some idea of the age of the
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Earth in order to do that: and the time of the genesis of the

Earth is about 4,700 million years. Somewhere in this period,

between 2 and 4 billion years ago, organic evolution must have

begun. It is this asymptotic point which we are seeking in our

chemical analysis of the rocks.

The first analytical result on the Green River Shale came by way

of a physical separation, one from another, of the hydrocarbons

contained in it.? There are many different substances present in the

Green River Shale, all of which are hydrocarbons. We proceeded to

make a crude separation between those which are composed of long

straight chains of carbon atoms (with nothing but hydrogen atoms

on them) and the others, This second group contains not only

long straight chains but occasionally some branches. We can then

separate these once more in a very special way. Even among the

straight chains in this 60-million-year-old rock, the distribution

of hydrocarbon varieties is not uniform. There are some dominant

ones, such as those containing 17 carbons in a chain, as well as

those containing 27- and 29-carbon-atom chains. This fact in it-

self is an important piece of information.

In addition to the straight-chain hydrocarbons, there appear

chains which have branches in them. In this class there is a

special one in which a single carbon atom branches from every

fourth one in the chain. Such molecules are called isoprenoids

and are related to the familiar substance rubber. In this group

there is, in addition to a chain containing 20 carbon atoms

(phytane), both a C,, isoprenoid and a C,, isoprenoid, as well as

a Cy, isoprenoid (pristane). The phytane has a special kind of

molecular architecture which is not accidental or random, and we

want to know where the phytane and also the pristane in this

60-million-year-old rock come from. We believe that they come

from living things which contain the chlorophyll molecule in them.

It has been suggested by J. G. Bendoraitis that the phytane and

3Gas-liquid chromatography was the method of separating the hydro-

carbons. It is done by carefully cleaning the rock, grinding it up, and

then carefully washing and extracting it From that point it is no longer

exposed to the open air lest it be contaminated Next, it is ground to a

fine powder, and the fine powder is extracted with a pure solvent. The

solvent is passed through a long column and the various compounds which

are contained in that solvent pass through the column at different rates,

the smaller molecules going more rapidly and the larger ones going slowly
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the pristane come from the long hydrocarbon chain which is at-

tached to the green material (chlorophyll) which is present in

all green plants. If this is so, then there must have been green

plants 60 million years ago, and this is the kind of evidence from

which such a conclusion can be drawn. The steranes and triterpanes

in the Green River Shale are more complex molecules, but they

are related in origin to the simpler ones, such as the isoprenoids.

The analysis of the hydrocarbon content of this 60-million-year-old

rocks shows a very characteristic distribution and contains archi-

tectura] structures which are easily recognizable as the products of

living things.

To test this hypothesis, it is possible to analyze chlorophyll

in the laboratory. Chlorophyll upon hydrolysis gives the carbon

chain phytol with 20 carbons and four branches. By reduction,

oxidation, and decarboxylation, a C,, carbon-containing compound

is formed. By hydrolysis, hydrogenation, dehydration, and hydro-

genation a C,, hydrocarbon (phytane) is made which we think

comes from chlorophyll. The same route which is used in syn-

thesizing phytol is also used in making pristane. This is the kind

of evidence which indicates that living things were present when

such molecules as phytane or pristane are found present in the

ancient rocks. Mass spectrometric analysis of the steranes, which

are the carbon skeletons of such familiar molecules as cholesterol

and the sex hormones, in this ancient shale shows a very complex

architecture, and the molecules appear to be related to the simple

phytane and pristane. The steranes can also be created in the

laboratory by the same kind of biological synthetic mechanism as

pristane and phytane, but the mechanism is more complex.

Not only have we found these kinds of ‘‘molecular fossils’ (com-

pounds of specific chemical architecture) in a 60-million-year-old

rock, but we have found them also in the Nonesuch Shale, which

is 1 billion years old. We then went to still older rock, the Soudan

Shale, which is dated by radioactivity and other methods at about

2.2 billion years. In the analysis of the Soudan Shale we found

the C,, isoprenoids (pristane and phytane) present as well as

another fraction which contains the steranes, a complex ring

system.

Remember that the present age of the Earth is only 4.7 billion

years. We have evidence here that there were living things capable

of making complex architectural constructions already present on
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the surface of the Earth 2.5 billion years ago. Therefore, not

much time is left to create these things which can perform such

complex operations, and we now either have to lengthen the life

of the Earth or devise more rapid methods of evolution.

Let us look at further evidence. When hydrocarbons are made

by a non-biological method, that is, by passing a spark through

one-carbon compounds, no single compound is built up to any

great extent. The compounds are all built up about evenly, and

there are no sharp peaks. Thus, even without knowing what the

compounds are, the fact that we have very sharply defined dis-

tribution of compounds in the geological material is in itself

evidence that the existence of these compounds is not the result

of a random process of synthesis but rather something very specific

and, therefore, non-thermodynamic. Further, the process must

involve some information transfer, which can only mean the inter-

position of a living thing. The various kinds of architectures and

reactions which we have found in the analyses of very ancient rocks

can be reproduced by the living organism in the laboratory in a

very complex sequence of events.

Thus far in our analysis we have reached back in time to rocks

at an age of some 2.5 billion years and have seen no evidence

that we have reached a period in which there are no living things.

The molecules that we see at 2.5 billion years are the same as the

ones we see in the younger rock of 60 million years. We have not

yet reached back to the point of chemical evolution which must

have preceded the present-day kinds of life. The oldest known

sedimentary rocks of which I am aware (although some geologists

and geochemists in the world may have better information) are

about 3.3 billion years old and are found in South Africa. We

have recently obtained a small sample of these very ancient rocks,

and they do not contain very much organic matter in them. So far

as I know, this is the oldest known rock in which we can hope to

find organic matter. Obviously, there are still older rocks, since

the age of the earth is 4.7 billion years, but of these rocks I have

no direct knowledge.

PREBIOTIC CHEMISTRY

We will now approach the problem of chemical evolution

from the other end. The previous discussion concerned the “his-

torical” way, in which we went back in time to try to find when
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the geological record changes from biological to non-biological

material; as yet we have not found that interface in time. We

could start at the other end, that is, with the Earth in its primi-

tive form 4.7 billion years ago, try to determine what the nature

of its atmosphere was, and then examine the kinds of chemical

changes which can be induced in such an atmosphere by the in-

cident energy from the Sun or from cosmic rays, or from the

Earth’s radioactivity, or from the Sun indirectly through turbu-

lence of the atmosphere and electrical discharge. All these are

high-energy sources of radiation which will tear apart the simple

molecules which are believed to be the primitive molecules of the

Earth’s atmosphere.

Such experiments can be done (and have been done) in the

laboratory. We began those experiments in 1950, and they have

been done now broadly all over the world in various ways. The

one that created the biggest excitement was that of Stanley Miller

in 1955, when he put ammonia into such a reaction mixture con-

taining the primitive molecules. He obtained more interesting

molecules, compounds which contain nitrogen atoms as well as

carbon and hydrogen atonis. The presence of the nitrogen atoms

in the reaction mixture gives rise to the amino acids which are

the building blocks of proteins, and this, in turn, gives rise to a

whole new kind of evolutionary chemistry. Miller proposed that

the primeval compounds included water, carbon monoxide, carbon

dioxide, methane, hydrogen, and ammonia. From these, in early

reactions, other compounds were created which led to direct pre-

cursors of organic molecules in present-day living organisms.

There has been a great deal of work demonstrating the trans-

formation from the primeval to the primitive molecules, but this is

a long way from the macromolecules—the proteins, nucleic acids,

and polysaccharides—which are the essential constituents of to-

day’s living organisms. How can we go from the primitive mole-

cules to the larger ones?

These macromolecules of biology, which we know popularly as

proteins, fats, and sugars, are all made in the same basic way and

from the same primitive molecules. The macromolecules are made

by a dehydration process which eliminates water in various ways

and allows the molecules to recombine into long chains of amino

acids, which are the proteins of living organisms, or, by similar

reactions, into the lipids or polysaccharides. These are the mole-
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cules which are essential for the storage, transfer, and trans-

formation of genetic information in living organisms; perhaps

even intellectual information is stored and transferred by this

same mechanism.

Just how do we get from the simple molecules that we started

with in the first instance to the biopolymers? In each case we

must remove water, so a way must be devised for removing water

from the small molecules, hooking them together. Surprisingly,

this removal of water must be accomplished while they are still

dissolved in water. The animal and plant organism of today is

performing this kind of operation constantly. However, it takes

great ingenuity to duplicate in the laboratory what nature seems

to do so efficiently.

In the first molecules formed from the primitive atmosphere of

the Earth there was present a molecule which held its atoms of car-

bon and nitrogen together with three bonds rather than only one.

It is called dicyanamide, and its triple bond between the carbon

and the nitrogen provides a way of storing in chemical form the

radiation energy which created the molecule. This triple bond

can be used to take water out of the other molecules; we have tried

it, and it works. Peptides, which are small fragments of protein

molecules, and other more complex compounds can be made by

taking the dilute aqueous solution of dicyanamide and simple amino

acids and allowing them to react for a few minutes under the

proper conditions to create polypeptides. We can take the water

from two molecules (one molecule of the acid and one molecule

of the amine) and make the dipeptide, and that water molecule

has been attached to what was a triple bond of the dicyanamide.

Polynucleotides, small fragments of the genetic material, are also

created by this same mechanism, but the actual routes are not

yet established.

We now have a chemical system, tested in the laboratory, which

can accomplish the polymerization, that is, the putting together

of simple molecules into chains on the way to protein. Even when

we have made a protein, we are still a long way from a living

organism, but we are getting closer. The protein, with some par-

ticular form of amino acid, will assume a secondary structure,

that is, take a higher level of organization which is built in to the

primary sequence of the chain itself; it is possible to get an enor-

mous variety of molecules by arranging the twenty different atomic
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groups (one for each different amino acid) in different ways.

Once we get such a biopolymer, it is not just a loose piece of

string in water under physiological conditions; rather, it takes

a secondary shape that is part of the structure of the molecule it-

self. I am representing the long chain as a random coil, and when

the conditions of the aqueous solution are suitably adjusted to

something resembling physiological conditions, this random coil

makes itself into a helix. This is now known to be a perfectly re-

versible phenomenon for some amino acids and polypeptides. The

helical structure is stable and built right into the sequence of

amino acids, and is called a secondary structure of the protein.

It is intrinsically the stable structure for the polypeptide.

The same type of phenomena occurs in the polynucleotides as in

desoxyribonucleic acid, which is made up of the sugar phosphate

chain with four types of bases attached. This linear array of bases

can carry information which is transferred from one cell to another.

It also has a secondary helical structure which is stable. At 22

degrees Celsius the helix structure is apparent; if the material

is warmed, there is a change to a random coil, accompanied by

a color change; and if the solution cools down again, the helical

structure returns.

The polymer when in a suitable environment will pack to-

gether, and the third order of structure, the visible, will begin

to emerge. We are now approaching the level of structures which

are visible in functioning within the living cell. A fourth order

of structure appears when the separate molecules of collagen (a

protein), in a suitably adjusted salt solution, aggregate and form

quite visible collagen fibrils which are indistinguishable from the

natural collagen fibrils which may be extracted from a living thing.

We have put together such “artificial” fibrils, and they show the

same visible structure as one sees in living things.

Still we have not arrived at the living cell. We have yet to

make a membrane or a cell wall which will enclose the macro-

molecular structures. We are only beginning to get some under-

standing of the construction of the internal cell organelles of a

living cell. In a living cell we have seen quantasomes, which ap-

pear to be the ultimate unit for the conversion of solar energy, and

once we understand the construction of one of these quantasome-

type units we will be able to reconstruct it from component parts.

There are still other more complex cellular organizations, but
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none of these structures is yet accessible to us in terms of recon-

struction. I think that as we learn of what they are constructed

we will be able to reconstruct them in the laboratory, at least func-

tionally, just as we have been able to reconstruct the protein

molecules. As late as ten years ago the reconstruction of these

protein molecules was considered to be outside the range of the

chemist, but they no longer are; we can perform this reconstruc-

tion today. I think the cell organelles, such as the quantasome,

will also come within the range of construction, but how soon

that will be, I do not know.

If this evolutionary process is as sequential as it appears to us

now, given a particular starting point of methane-ammonia-

water-hydrogen, then presumably the evolutionary process will

take place wherever that same condition occurs. As of today,

it does not seem that any such condition has occurred any-

where else within our solar system. There was much speculation

and even some argument that such a condition was not only

possible but likely on the planet Mars, but the pictures which

came back from that planet seem to indicate that the surface

of Mars is not undergoing a weathering process like the surface

of the Earth, that it has only a very thin atmosphere today

(roughly 1 percent of the Earth’s atmosphere), and that its sur-

face has not changed in about 300 million years, It is therefore

clear that Mars is not undergoing the kind of evolution that the

Earth is undergoing. This in itself does not necessarily mean that

some of the chemical processes which we now know must have

occurred very early in the Earth’s history (before 300 million

years ago) could not have occurred on Mars at that time. In

fact, it seems likely. We are looking forward to the time when we

will be able to send to the surface of Mars what we call an auto-

mated biological laboratory which will land, take rock samples, and

perform the same types of analyses of them which we are per-

forming in the laboratory on the ancient rocks from the Earth.

It is quite possible to miniaturize these analytical procedures and

automate them so that the equipment can get to Mars, make the

analyses, and telemeter the results back to Earth.

Long before that time, however, it will be possible for us to

find out whether there is any kind of organic matter on the Moon.

The Moon is not such an inviting place, since there are great

extremes of temperature and less atmosphere than on Mars, and
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it is not likely that there will be anything alive there. However,

the Moon is like a cold storage place. We get dust and meteorites

on the Earth constantly, and so does the Moon. On the Earth these

things are transformed (they are weathered, microorganisms eat

them, and they are changed). However, on the Moon these ob-

jects will be there, unchanged, under the moondust. Perhaps in

three or four years the astronauts will come back with lunar

samples for us to analyze in our laboratories, and we earthlings

will have one more opportunity to look back into time, toward our

beginnings.
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none of these structures is yet accessible to us in terms of recon-

struction. I think that as we learn of what they are constructed

we will be able to reconstruct them in the laboratory, at least func-

tionally, just as we have been able to reconstruct the protein

molecules. As late as ten years ago the reconstruction of these

protein molecules was considered to be outside the range of the

chemist, but they no longer are; we can perform this reconstruc-

tion today. I think the cell organelles, such as the quantasome,

will also come within the range of construction, but how soon

that will be, I do not know.

If this evolutionary process is as sequential as it appears to us

now, given a particular starting point of methane-ammonia-

water-hydrogen, then presumably the evolutionary process will

take place wherever that same condition occurs. As of today,

it does not seem that any such condition has occurred any-

where else within our solar system. There was much speculation

and even some argument that such a condition was not only

possible but likely on the planet Mars, but the pictures which

came back from that planet seem to indicate that the surface

of Mars is not undergoing a weathering process like the surface

of the Earth, that it has only a very thin atmosphere today

(roughly 1 percent of the Earth’s atmosphere), and that its sur-

face has not changed in about 300 million years, It is therefore

clear that Mars is not undergoing the kind of evolution that the

Earth is undergoing. This in itself does not necessarily mean that

some of the chemical processes which we now know must have

occurred very early in the Earth’s history (before 300 million

years ago) could not have occurred on Mars at that time. In

fact, it seems likely. We are looking forward to the time when we

will be able to send to the surface of Mars what we call an auto-

mated biological laboratory which will land, take rock samples, and

perform the same types of analyses of them which we are per-

forming in the laboratory on the ancient rocks from the Earth.

It is quite possible to miniaturize these analytical procedures and

automate them so that the equipment can get to Mars, make the

analyses, and telemeter the results back to Earth.

Long before that time, however, it will be possible for us to

find out whether there is any kind of organic matter on the Moon.

The Moon is not such an inviting place, since there are great

extremes of temperature and less atmosphere than on Mars, and
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none of these structures is yet accessible to us in terms of recon-

struction. I think that as we learn of what they are constructed

we will be able to reconstruct them in the laboratory, at least func-

tionally, just as we have been able to reconstruct the protein

molecules. As late as ten years ago the reconstruction of these

protein molecules was considered to be outside the range of the

chemist, but they no longer are; we can perform this reconstruc-

tion today. I think the cell organelles, such as the quantasome,

will also come within the range of construction, but how soon

that will be, I do not know.

If this evolutionary process is as sequential as it appears to us

now, given a particular starting point of methane-ammonia-

water-hydrogen, then presumably the evolutionary process will

take place wherever that same condition occurs. As of today,

it does not seem that any such condition has occurred any-

where else within our solar system. There was much speculation

and even some argument that such a condition was not only

possible but likely on the planet Mars, but the pictures which

came back from that planet seem to indicate that the surface

of Mars is not undergoing a weathering process like the surface

of the Earth, that it has only a very thin atmosphere today

(roughly 1 percent of the Earth’s atmosphere), and that its sur-

face has not changed in about 300 million years, It is therefore

clear that Mars is not undergoing the kind of evolution that the

Earth is undergoing. This in itself does not necessarily mean that

some of the chemical processes which we now know must have

occurred very early in the Earth’s history (before 300 million

years ago) could not have occurred on Mars at that time. In

fact, it seems likely. We are looking forward to the time when we

will be able to send to the surface of Mars what we call an auto-

mated biological laboratory which will land, take rock samples, and

perform the same types of analyses of them which we are per-

forming in the laboratory on the ancient rocks from the Earth.

It is quite possible to miniaturize these analytical procedures and

automate them so that the equipment can get to Mars, make the

analyses, and telemeter the results back to Earth.

Long before that time, however, it will be possible for us to

find out whether there is any kind of organic matter on the Moon.

The Moon is not such an inviting place, since there are great

extremes of temperature and less atmosphere than on Mars, and
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eralizations about life on Earth, such as optical activity, merely re-

flections of the historical contingency that gave such molecules

first access to living organization, thus pre-empting the field and

precluding realization of other physically sufficient molecular foun-

dations for life?

To the extent that we cannot answer these questions, we lack

a true theoretical biology as against an elaborate natural history

of life on this planet. We cannot prejudge the likelihood of life’s

appearance on Earth; therefore we cannot confidently take the

great inductive step when we are told by astronomers that there

may be 10% planetary systems elsewhere in the universe with

histories comparable to our own. One thing is clear: if life is

unique to our planet the probability of its origin must be almost

unimaginably low. If, on the other hand, the probability 1s at all

appreciable, life must be abundant in the 10% planetary systems

that fill the sky.

At stake in this uncertainty is nothing less than knowledge of

our place in nature. It is the major reason why the sudden

opportunity to explore a neighboring planet for life is so immensely

important.

The biologist’s interest in planetary exploration derives from

Darwin. It is an extension of the evolutionary scheme he imposed

on all biological thought about a hundred years ago. The general

thesis that all contemporary life is an evolved modification of

earlier life brings with it a powerful explanation of the curious

unity that underlies biological diversity. Darwin’s own thought

developed in a period when biological structure was known prin-

cipally, if not exclusively, at the macro or anatomical level. He

was impressed by the unity of anatomical organization that under-

lay the superficial diversity of such things as men, apes, horses,

porpoises, and bats. And he recognized that unity as something

inherited from a common ancestry.

The rapid development of biology in the twentieth century has

extended our knowledge to the micro level of structure—of cells,

their constituent organelles, and even their molecules. Unity again

underlies diversity. In the epithelia of daffodils, the muscles of

men, or in the unicellular flagellate, a common organization is

found—a continuum of membranes connecting the outside boundary

through the endoplasmic reticulum to the nuclear membrane,

mitochondria, chromosomes, and so on. And at the molecular level
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light which then could penetrate to the Earth’s surface in the

absence of oxygen and ozone. The molecules so synthesized could

never have been abundant but in the sterile conditions then pre-

vailing could accumulate. (Darwin glimpsed this too: “. . . at

the present day such matter would be instantly devoured or ab-

sorbed, which would not have been the case before living creatures

were formed.”) They could, moreover, be concentrated in one

way or another, as by adsorption of clays. At any rate, there was

an historical opportunity in the course of the Earth’s early de-

velopment in which sufficiently complex molecules had accumu-

lated in local concentration to the point where a particular

association or organization of them could occur “spontaneously”

and was of such a nature that it could replicate itself from the

molecular components in the surrounding milieu.

This primeval spontaneous generation, as Darwin called it,

differs in no way from the spontaneous generation which the his-

tory of biology has been at pains to demonstrate does not now

occur. Its occurrence primevally was contingent on the unique

historical sequence of conditions prevailing then but not now:

the reducing atmosphere, the availability of an energy source, and

especially the sterility of bodies of water.

The first self-replicating systems of molecules must have been

heterotrophic: they must have utilized, as building blocks and as

a source of energy, the organic units previously synthesized abio-

logically. The earliest form of respiration—the oxidative degrada-

tion of complex molecules to liberate energy—must have been

anaerobic: oxygen was present at most in very small amounts, due

to the photodissociation of water by ultraviolet light. The history

of the initial heterotrophic organisms cannot have been long:

the meager reservoir of building blocks would soon be exhausted.

Subsequent events must therefore have included the evolution

of autotrophic systems, those with biochemical competence (1)

to synthesize the building blocks themselves from small molecules

in the environment and (2) to exploit radiant energy systemati-

cally for such syntheses. This secondary evolution of photosynthetic

autotrophs produced the great bulk of the oxygen in the present-

day atmosphere and thus created the opportunity for a more

effective, aerobic form of respiration in which oxygen is the

terminal hydrogen acceptor in the reactions that degrade mole-

cules to liberate energy. To this day both anaerobic and aerobic
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respiratory mechanisms persist. It is a curious fact that the

aerobic mechanism is universally isolated in distinct structural

entities (the mitochondria) of cells. Photosynthesis too is gen-

erally effected only in distinct organelles (the chloroplasts) of the

cells. Mitochondria and chloroplasts manifest some striking chemi-

cal similarities and are unique among the cell’s extranuclear

components in possessing their own DNA—their own chemical

heredity. They could be historically related, evolved descendents

of an autotrophic organism that invaded and acquired a symbiotic

relationship with another anaerobic, heterotrophic cell. Be that

as it may, the speculation suffices to illustrate the general proba-

bility that the organization of cells surely evolved piecemeal, ex-

ploiting historical opportunity in sequence as it arose, and quite

probably involved the beneficial mutual association of previously

separate minor organizations. The origin and early evolution of

organization is thus fraught with more imponderable contingencies

than the strictly chemical evolution it followed and exploited.

The living thing is made from the stuff of the non-living world.

It involves no qualitative novelty, no élan vital; it differs from

the non-living only in its complexity and organization. The organi-

zation of its molecular constituents confers on the systera, as such,

those properties we recognize as “life.” Of these, the most funda-

mental and defining is the capacity to store and replicate the

information that specifies the organization. In all life on this

planet that information is encoded in the linear sequence of the

four (or five) monomers (mononucleotides) from which the long

polymeric nucleic acids are built.

The evolution of life, subsequent to its origin, has been driven

by the forces Darwin identified: mutation and (natural) selec-

tion. Spontaneous variation in the sequence of monomers in the

nucleic acids constitutes spontaneous variation in the organiza-

tion (living organisms) they specify. After its origin, life has per-

sisted only as the product of preceding life, as the result of

reproduction. Organisms that reproduce themselves with differing

success make differential contributions to future generations. The

latter are largely the product of those ancestors which, in the

prevailing conditions, were the more effective reproducers. The

process of differential reproductive success is natural selection,

an inescapable feature of life’s most fundamental property, it en-

sures its continuous evolution, which has the overall character of
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maximizing the organism’s fitness to the environment it exploits.

The passage of time inexorably ensures the invasion by life of a

nearly incredible diversity of specialized environments, enclaves

where particular organizational variations (reducible to DNA

variations) reproduce not only adequately but better than other

variations.

This character of biological evolution is fundamentally different

from those historical sequences that preceded and made it pos-

sible: it demands the attainment of life’s defining feature, self-

replicating organization. The preceding events were (1) the de-

velopment of organic and macromolecules and (2) their organized

association into a minimal living thing.

The totally speculative nature of the chemical evolution was

removed in 1953 when Stanley Miller performed his classic ex-

periment: the synthesis of amino acids by an electric discharge

in a model system of the Earth’s primitive atmosphere. Since then

he and other workers applying energy sources to presumptive

primitive environments have synthesized the whole gamut of major

types of organic molecules from which cells are fabricated; the list

now includes amino acids and their simple polymers, carbohydrates

and fatty acids, purines and pyrimidines, nucleotides—including

ATP—and even oligonucleotides. What was inductive conjecture

for Oparin is now experimental fact: the great chemical com-

plexity of its molecular constituents does not, in the last analysis,

require the intervention of the cell itself; it demonstrably evolves

from the chemical simplicity characteristic of the planet’s birth.

The element in Oparin’s inductions remaining unverified is the

crucial step of the unguided (uninformed) origin of a minimal

organization of such molecules capable of self-replication. There

can be no reasonable doubt the induction is valid, but there re-

mains great uncertainty on how probable or improbable was that

step between the prior chemical and the subsequent biological

evolution. And the uncertainty frustrates us when we learn there

may be some 10” planetary systems in the universe. But for the

uncertainty we could not escape “the great extrapolation”: the

further induction, from the single terrestrial case, that life is a

common feature of the physical universe, that, as on Earth, it has

emerged repeatedly as the most complex form of matter exploiting

the prior chemical evolution. It is hard to escape that inductive

step even now; if it is wrong, the probability of a minimum organi-

zation arising must be almost unimaginably low.
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It is surely unnecessary to labor how tempting the induction

is: if valid, the biologists’ horizons would, in principle, be extended

indefinitely. The comparative method so powerful in elucidating

Earth’s life would be available to attack a range of major ques-

tions currently obscure. Is the chemical pattern monotonously

present in Earth-bound life a physical necessity or merely physically

sufficient? Is its ubiquity here a reflection of historical accident,

a pattern imposed on local posterity by the one physically sufh-

cient system which—arising first in a stochastic process—pre-

empted the opportunities afforded by the evolving Earth? (Can

the information essential to life be stored and replicated by poly-

mers other than the nucleic acids? Must, indeed, the information

be stored digitally in a linear sequence of monomeric units? Is the

carbon-water basis the only milieu in which adequate molecular

complexity can be built? How have other living systems evolved?

Which of the empirical generalizations about terrestrial life are

true generalizations and which are general only for the local case?

In sum, to what extent are we limited now to a local natural his-

tory as against a truly general, theoretical science of life?

And beyond the strictly scientific harvest there is the less easily

defined but more widely grasped general philosophic concern so

succinctly packed into T. H. Huxley's phrase: “Man’s place in

nature.”

The development of space technology in the last decade offers

the hope, at least, of testing, validating, and exploiting the great

extrapolation We can now seek empirical answers to questions

about the conditions for and the probability of life’s origin. The

tools are at hand to explore our own solar system and thus to base

our inductions on a sample greater than one planet. Were we, for

instance, to find living organization on either Mars or Venus, the

more Earth-like and fortunately the nearest of our neighbors, we

would know: that life was indeed a common endpoint of matter’s

evolving complexity: occurring twice in one system it must be

abundant in the some 10% systems that fill the sky.

What do we know about Venus and Mars to encourage or tempt

our enthusiasm to explore them as biologists? Venus, surrounded

by a dense atmosphere containing water, is currently believed to

have a surface temperature so high (about 640 degrees Kelvin on

the dark side, 750 degrees on the light) as to exclude the pos-

sibility of any system we would recognize as living. There is, how-

ever, some residual uncertainty about that temperature value, which
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is based on radio measurements at wavelengths longer than a centi-

meter and confirmed by the Mariner II microwave radiometer,

so that we should not wholly exclude Venus from our concern,

especially in view of its atmosphere and water content.

Mars, however, in spite of Mariner IV photographs, remains,

on the whole, the more likely prospect. It is the nearest and in

some respects the most Earth-like of the planets in the solar

system. Its mass is about one tenth that of the Earth; its equa-

torial diameter is some 7,000 kilometers, about one half of that of

the Earth. The year is long (687 days) but the length of its day 1s

curiously similar to our own.

The planet has retained a very thin (some 5 to 10 millibars,

possibly a little higher) atmosphere which we believe, principally on

Mariner IV evidence, to be dominated by carbon dioxide. Oxygen

is absent—or rather not certainly present as more than 0.1 percent

(by volume) of the atmosphere. Water vapor has been confidently

identified spectroscopically as a very minor constituent.

The thin anoxic atmosphere almost surely implies a heavy flux

of ultraviolet light at the planet's surface. The surface tempera-

tures vary widely with latitude, season, and time of day. The

diurnal range overlaps that of Earth; at some latitudes and sea-

sons it is about 100 degrees with a high of 130 degrees Celsius.

Prior to Mariner IV our knowledge of the surface was limited

to the facts that there were two white polar caps and between

them a mosaic of so-called dark and bright areas. The bright

areas appear orange-ochre or buff and have traditionally been

considered deserts. Some observers have described the dark areas

as green, and they have long been a focus of interest in speculation

about Martian life. The polar caps wax and wane seasonally; as

the spring advances a wave of darkening proceeds through the

dark areas toward and even beyond the equator. Other evidence

of seasonal change in these dark regions comes from polarimetric

Studies which suggest the surface is covered with small, sub-

millimeter particles; the curve on which this inference is based

shows seasonal displacement in the dark but not in the bright

areas.

The polar caps have been generally considered to be ice, or

rather hoar frost, on the basis of spectroscopic evidence, but recent

theoretical work, based on the inferences from Mariner IV that

the atmosphere is nearly pure carbon dioxide, suggests that the

caps contain or are covered by solid carbon dioxide.
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The evidence has never indicated that present-day Mars had

much surface water in the liquid phase, and the Mariner photo-

graphs imply that the scarcity is of long standing. The surface is

pock-marked with craters. The slight erosion of their edges is most

likely eolian but the role of agents other than wind cannot be fully

excluded. Certainly there is no evidence that the surface of Mars

has gone through a physiographic evolution comparable to Earth’s:

there is no evidence of ploughing by mountain-building and water

erosion, no sedimentary formations. The absence of conspicuous

orogeny goes with the failure of Mariner IV to detect any magnetic

field attributable to Mars; its interior is probably “dead” and the

planet as a whole has a more Moon- than Earth-like character.

What little we know of Mars is certainly the picture of an

environment hostile to the earthbound like we know. It is, how-

ever, another thing to conclude, as some have done, that Mars is

surely lifeless. Nothing we know precludes the presence of or-

ganisms: absence or near absence of oxygen is, of course, not

crucial; the severe temperatures are not prohibitive; the ultraviolet

flux we suspect at the surface can be shielded against and even

exploited in conceivable ways; and water vapor though scarce is

an identified atmospheric component. Water is surely the crucial

item in the known list of marginal conditions. It remains likely,

however, that the polar caps are largely water even if covered

with carbon dioxide. They could well be a permafrost layer emerg-

ing at the surface in the polar regions, and to this extent we cannot

exclude at their edges—even if subsurface—water maintained in

the liquid phase by an adequate salt content.

The biologist is forewarned against the conclusion from exist-

ing “facts” that Mars is lifeless by familiarity with two aspects

of the terrestrial case. First, the crude averages presented by cur-

rent measurements of Mars provide no clue to what local diversity

of microenvironments may exist. The average conditions of the

Earth's deserts and mountain tops mask the existence of small

niches where life flourishes. And, second, life itself is characterized

by its evolutionary resourcefulness. Here on Earth exploited en-

vironments include hot springs close to the boiling point, the im-

Mense pressures of the ocean floor, saline pools in the polar caps,

the pages of library books, bottles of sulfuric acid, and exposed

rocks above 20,000 feet. No spoonful of sand from the Mohave

desert is free of bacterial life. Which of these environments is the
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most hostile depends on the organism you ask; it depends on the

monomer sequence of its deoxyribonucleic acid (DNA). Given

the primary qualifications of information storage and replication,

the combined forces of mutation and selection ensure the exploita-

tion of life of every “marginal” environment. It is clear, of course,

that any life existing on Mars will be, by virtue of the selection

pattern that environment imposes, radically different from the

more familiar forms on our own planet. Discussion of the pros

and cons of Martian “humanoids” by laymen and even profes-

sionai evolutionists is distressingly and incredibly beside the point

as far as the real issues are concerned.

The adequacy of an environment to support life is not neces-

sarily adequacy to provide its origin. But the fact that we cannot

do this for Mars is not to the point; we could not have done so

a priori for the Earth; in fact, our theoretical incompetence here

is the primary motivation for an empirical study of other planets.

The one thing we might confidently specify as a condition for

the whole generating sequence is the existence initially of reducing

conditions to promote the development of an organic chemistry.

That premise for chemical evolution is in fact one significant

element in our conclusion that conditions here were reducing. We

still lack secure knowledge of how and why the early terrestrial

atmosphere was reducing or even what its specific composition

was. We cannot therefore usefully attack the hypothesis of Martian

biopoesis, as one chemist has done on the grounds that the escape

velocity of hydrogen on Mars is too low to assure an enduring re-

ducing atmosphere. The plain fact is that there is nothing we

know about Mars, its history, or the conditions essential to bio-

poesis that renders the hypothesis of Martian life and its local

origin out of the question. Indeed, it takes some over-confidence

in one’s present understanding to assert that it is even unlikely.

In defending this position, I am not adopting the view that the

biologist’s interest in Mars and its exploration is contingent on the

actual presence of life there. The existence of any organism—let

alone ninety-nine of G. G. Simpson’s “humanoids’-—is not a

prerequisite for the serious biologist’s interests. To assume otherwise

is to miss the central point. The evolutionary thought of Darwin

and Oparin, and the experimental biochemistry of the last few

decades, impels us to treat life as only one endpoint of a truly

cosmic pattern of evolutionary processes generating complexity.
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The biologist joins the physical scientist—astronomer, planetologist,

and geochemist-—in a common concern with the evolutionary pro-

cesses of stars, planets, molecules, and molecular systems capable of

replication. The biologist’s real goal in planetary exploration is to

enlarge his understanding of the origin of life, the conditions on

which it depends, and its overall probability in nature. To do this

he must enlarge his understanding of molecular and especially

planetary evolution in general; and the exploration of our own

solar system, now technically possible, is the surest and, on

several issues, the only way to attain that understanding. We must

expect and understand several patterns of chemical evolution, some

congenial to life’s origin, others not. What promotes the differences?

When life is absent in the presence of a rich organic chemistry,

why? How far can chemical complexity proceed in the absence

of life? Sterile planets are thus of major interest in the funda-

mentally comparative study that must underlie any general evolu-

tionary discussion of the planets and hence of life’s origin.
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Intelligent

Life

in Other

Parts of

the Universe

F. D. DRAKE

There is perhaps nothing so fascinating as the possibility that

somewhere in the sky are civilizations which we could contact if

we but manipulated the right instrument. Mankind has been

tantalized by this thought ever since Galileo first turned his tele-

scope to the heavens and found that other worlds traveled as

we through the void of space. Indeed, if a worldwide election

were held to determine what marvel we would most wish science

to produce, communication with another civilization would rank

very near the top. Thoughts of other civilizations sometimes re-

flect a wish for escape to a Utopia—to the “good life” many

people assume, perhaps naively, other peoples would have achieved.

But the serious and legitimate motivation behind our interest comes

from the certainty that contact with another civilization would

produce the greatest bonanza of scientific and historical facts of all

time. Perhaps even more important, such contact would go far to
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answering some of those most personal questions we all ask our-

selves at times: What is the significance of life in the universe?

What does it mean to be a human being? What is my importance

in the scheme of things?

The explosive growth of scientific and technical knowledge of

recent decades has made feasible contact with another civilization.

This required the achievement of two goals. One was the ac-

cumulation of compelling evidence that intelligent life is not

rare in the universe, and the other the mastery of technology which

could detect reasonable manifestations of intelligent life over the

distances which separate the stars. By “reasonable manifestation”

we mean a level no higher than already attained.

The high probability that there is intelligent life elsewhere in

the universe is easily seen when we consider, first, that there are

100 million million million stars in the universe, of which the Sun

is the most average, pedestrian example. There is nothing about

our Sun which suggests that anything out of the ordinary has

ever happened to it. Thus, it is reasonable to assume that the his-

tory of the Sun and the solar system has been repeated countless

times in the history of the universe. Secondly, we now know

enough of the chemistry of life to realize that, far from requiring

some freak set of circumstances for life to develop, the conditions

that existed in the early history of planets like the Earth would

have made easy the development of life. As we shall see, the fossil

record on Earth suggests that intelligent life will evolve often on

life-bearing planets. Given this simple combination of facts, the

existence of not only a few, but an enormous number of, civiliza-

tions in space seems assured. As Lee DuBridge, the president of

the California Institute of Technology, has said, it is not the de-

tection of life beyond the Earth which would be amazing:

rather it would be startling if we failed to find it.

Technology has given us more than one practicable means of

communicating across space. We have powerful radio telescopes,

optical telescopes employing lasers, and perhaps in the future

rockets which could reach the many hundreds of light-years which

probably separate us from the nearest civilizations. We are offered

perhaps the greatest opportunity in the history of mankind, the

chance to join the community of civilizations of space with all the

benefits—scientific, material, and philosophical—that accrue to

members.
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It was the development of these sophisticated communications

systems over the last ten years which brought our attention to this

opportunity and caused the scientific world to begin to turn its

analytical skills to a study of how mankind might best exploit it.

As we now see it, the problem can be divided into two parts.

First, we must use astronomical and biochemical information to

predict the number of technologically advanced civilizations now

present in our Galaxy. From this number and our knowledge of

the structure of the Galaxy we can predict the distance to the

nearest civilizations, Once possessing an estimate of this distance,

the second part of the problem is to choose the technological ap-

proach, be it rocketry, radio waves, or something else, which is

most likely to detect a civilization over such a distance.

The number of technical civilizations depends equally on many

things. It depends on the rate at which stars are being born in

the Milky Way. From astronomical studies of the numbers of very

young and very old stars we know with considerable accuracy that

about one star per year is born in the Milky Way. How many of

these will have planets? All modern theories of the formation of

stars require that a second body or bodies be formed simultaneously

so as to serve as a dumping ground for the spin or angular mo-

mentum possessed by the clouds which form stars. These clouds

spin slowly as a result of their being members of our twirling

Galaxy, the Milky Way.

In fact, when we study the stars we find that indeed about half

are double stars, that in our own solar system 98 percent of the

angular momentum is in the planetary system and not in the Sun,

and that the distance from the Sun to the major planets of our

system, Jupiter and Saturn, is about the same as the average dis-

tance separating the members of double-star systems. Thus, the

theories and facts fit together and strongly suggest that the stars

which appear to be alone in space are actually accompanied by

planetary systems resembling ours. Nevertheless, all of this evi-

dence is indirect, and we have so far observed but one planetary

system, our own. Our confidence in our estimate of the number

of planetary systems would be greatly increased if we could observe

but one other planetary system in the vicinity of the Sun. This is

perhaps a prime task for the great telescopes which will be orbited

above the atmosphere of the Earth in the near future. Undis-

turbed by the turbulent atmosphere of the Earth, these telescopes
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may be able to detect the dim planets which should accompany the

nearby stars.

Given a planetary system, only a few of the planets will be

suitable abodes for life. To the best of our knowledge a planet may

give rise to life only if the temperatures are somewhat between

roughly the boiling and freezing points of water. In our solar

system that seems to include three planets—Earth, Mars and

Jupiter, the last of these having the appropriate temperatures only

deep in its extensive atmosphere. Again, our theories predict that

about the same proportion of planets will be suitable as abodes of

life in other planetary systems. But will life arise? This subject

has been discussed at length elsewhere in this book. The answer

seems to be Yes. Given only the abundance of the chemical ele-

ments which exists throughout the universe and thereby in newly

formed stars, the sources of energy which include lightning, ultra-

violet light, and cosmic radiation and heat, and the billions upon

billions of years over which Sun-like stars bathe their planets in

a constant light, life will almost certainly arise. Here again we

have observed but one example, terrestrial life. It is very im-

portant for spacecraft to validate our theories by studying the

biochemistry of Mars and Jupiter.

Once given this life on any planet whose surface area is finite,

and we surely know this will be true, the developing life will al-

ways in time encounter a shortage of food. With this comes the un-

relenting competition between organisms which continues from

the simplest one-celled organisms to the cry in the forest, and

leads to the preservation and development of the superior creature.

In the fossil record contained within the rocks of the Earth we

have watched the succession over billions of years of one more-

capable creature after another, each trying some new device to aid

survival, be it camouflage, many legs, large size as in the dinosaurs,

and so forth. Of all the things that have been tried by the crea-

tures of Earth, only one characteristic has continuously been re-

tained and improved throughout the entire succession of species—

intelligence. Thus it appears that we could expect intelligence to

evolve commonly.

Taking all of this into account, we find the abundance of life

controlled principally by the rate of star formation and the per-

centage of single stars, and hence probable planetary systems in the

sky. We deduce a surprising result: About one new intelligent

civilization appears in the Milky Way a year.
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But will all of those which have been developed in the history

of our Galaxy now be detectable? The answer seems to be No.

Only those will be detectable which today are still radiating into

space detectable amounts of power. We have come to suspect that

the longevity of technical civilizations in a condition releasing

great amounts of power into space is limited. The number of de-

tectable cvilizations is just proportional to the average longevity

of civilizations. What limits this longevity? Perhaps cosmic acci-

dents, perhaps the catastrophe of a nuclear war. Much more likely

is that such civilizations become so sophisticated technologically

that they are able to control power extremely well, and they no

longer wastefully flood space with energy they do not use. They

may, for example, transmit messages through tubes instead of

through the atmosphere of their planets. When this happens we

lose the ability to detect them simply because they are too ad-

vanced. It is also possible that the longevity is limited by loss of

interest in technology. We do not know; in fact, perhaps the most

interesting result that can come from the detection of extrater-

restrial civilizations is a knowledge of this longevity and what

typically determines it throughout the universe.

Unfortunately, our estimate of the number of detectable civiliza-

tions depends directly on estimates of this longevity. Numerically,

in fact, the number of detectable civilizations in the Galaxy will

equal the mean detectable longevity of civilizations in years. We

have no information to go on except our own era of detectability,

which we hope will be very much longer than the ten years or

so it has now lasted. The estimates of longevity now made are

based on no sound scientific data but rather on the estimator’s

opinion of the intellectual vitality of the human race. They range

from ten years to a million years, with the most common estimate

being one thousand to ten thousand years. Perhaps this longevity

is lengthened by the actual act of civilizations communicating one

with another. In any case, if we accept these estimates of the

longevity, there are then about 10,000 detectable civilizations in

the galaxy. We reach one very important milestone: the dis-

tance to the nearest detectable civilization is about one thousand

light-years.

We are now ready to turn to the question of the engineering

approach which is most likely to detect other civilizations. What

criteria might we use to lead us logically to the means of inter-
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stellar discourse most commonly used in the Galaxy? Surely we

cannot use as a guide the technological methods in which we are

most proficient, such as radio communication, because other

civilizations may have achieved their great successes in other areas,

such as infrared communications. Nor can we rule out a possible

mode of communication, such as nuclear-powered rockets, simply

because we have not yet succeeded at it. In fact, if we are to base

our decision as to the best means of communication on facts and

principles that are not a consequence of the peculiarities of human

technological history, we must use judgment criteria that will

clearly be common to all civilizations. This means that we must

confine our guidelines in choosing the most effective technology

to the laws of physics and the arrangement of the universe, and

their inevitable effects on the characteristics of living things.

Of the criteria which can be drawn from these sources, perhaps

the most useful is the idea that economy or thrift will be practiced

universally in interstellar communication. It may seem that econ-

omy or thrift is a peculiarity of mankind or of life on Earth, but

in fact it is a principle practiced by all living things simply be-

cause the resources to support life are limited on all other planets

as on the Earth. Thus the ability to practice economy with the

available resources has enormous survival value and will be de-

veloped in all living things. Therefore, it is quite reasonable to

believe that the concept of economy is well established and prac-

ticed in civilizations throughout the universe.

The recognition of the importance of economy leads to the

rather surprising conclusion that rocketry or spaceships will not be

the prime mode of interstellar communication. In the space age

we have become accustomed to the idea that rockets are ex-

tremely effective ways of moving from one heavenly body to an-

other. This is surely true within the solar system. However, when

it comes to the vast distances which separate the stars, rockets sud-

denly become a very unexciting means of transportation. This

derives from the need to travel hundreds to thousands of light-

years, in turn requiring that the rocket travel at nearly the speed

of light if it is to accomplish its task within a satisfactory time in-

terval. But when we try to propel rockets at the speed of light, we

find that the theory of relativity works against us and demands

rockets of such a size that we not only do not know how to build

them, but they would be outlandishly expensive. Even a nuclear-
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propelled rocket which travels at 99 percent of the velocity of light

to another star and returns with a payload of one ton would weigh

100 million tons at takeoff. Such a rocket is preposterous, of

course, and brings us to an important conclusion: the transmis-

sion of material across interstellar space will happen rarely if ever.

The great distance between stars and the theory of relativity force

us to send not matter, but only information, which is really what

we want in the end.

In fact, there is an economical means to send information at

the speed of light—electromagnetic radiation such as light, radio,

and infraredl waves, and X-rays. Even though we are young tech-

nically, the equipment we have built can already send a sixty-

word telegram many tens of light-years for less than one dollar's

worth of electrical energy. This is surely a bargain compared

to the fantastic rockets required to achieve the same result. The

laws of physics offer no other economic competitor. Thus it is

electromagnetic radiation that will be most likely the interstellar

messenger of civilizations in space.

But can we say more than this’ After all, there is an enormous

number of possible frequencies within the electromagnetic spec-

trum which might be used. Again, economics aids us in further

narrowing the choices. The quantum theory of radiation tells us

that electromagnetic radiation comes in units called photons, each

of which contains an amount of energy which is proportionate

to the frequency of the photon. This means that light photons,

for example, will contain about a million times as much energy

as a radio photon. Yet in a crude sense each can convey only the

same amount of information. The cost of generating a given

amount of energy is about the same everywhere in the electro-

magnetic spectrum. This means that it will cost about a million

times as much to convey the same amount of information at light

wavelengths as at radio wavelengths.

This then guides us economically to the radio wavelengths as

the prime candidates for interstellar communication. But should

we carry this arguinent further and deduce that we should use

the lowest possible frequency? When we consider this possibility,

we are confronted with the structure of our Galaxy, which places

between the stars a vast sea of cosmic rays orbiting in magnetic

fields and thereby producing intense radio emission on the lowest

frequencies. This radio emission is captured by radio telescopes no
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matter where they look in the sky and appears as noise or static

in the receiving system of the telescope. Thus this radiation from

cosmic rays in our Galaxy acts to jam radio signals on the lowest

frequencies and causes us to have to send many photons instead of

the one photon required on higher frequencies to transmit an

amount of information.

We can in fact study these two limitations mathematically—the

cosmic radio noise on one hand and the photon energy effect on

the other—and deduce a frequency at which information is trans-

mitted with maximum economy. It turns out to be a frequency

of about 3,000 megahertz, a frequency well above the present

television bands and commonly used in radar applications. It is

a frequency which penetrates the Earth’s atmosphere and which

is well received by many of the radio telescopes of the world.

When we examine the telescopes we have for this frequency band,

we find that the equipment now existing on Earth could detect

a reasonable signal of the type that we ourselves transmit over a

distance of 1,000 light-years or more. Thus the detection of civi-

lizations at the distance at which we think they are located and

on the more likely frequencies is possible now.

One preliminary search for extraterrestrial radio signals has

been made. In 1960, the 85-foot telescope of the National Radio

Astronomy Observatory at Green Bank, West Virginia, was used

to look for radio signals from the two nearest and apparently

single Sun-like stars. These are Tau Ceti and Epsilon Eridani,

each about 11 light-years away. This was the search known as

“Project Ozma.” With each star, frequencies close to 1,420 mega-

cycles per second were tested and no evidence for signals was

found. This is the frequency radiated by hydrogen atoms which

occupy space between the stars, and has been suggested as a

frequency for interstellar communication because it is a unique

natural frequency associated with the utmost abundant element,

and all technical civilizations would know this.

The lack of success of this equipment confirms that the search

will not be easy. Within 1,000 light-years there are about 10 million

stars, only one of which may have a detectable civilization. Thus

we must search 10 million stars, examining many frequencies

since it is not guaranteed that the arguments we use to pick the

best frequency will be the same ones made in other civilizations.

In fact, in our search we should carefully guard against the pos-

342



sibility that they are not transmitting special messages to us on

the “best” wavelength at all. After all, we do not blindly send

out messages on the most economical wavelengths for the con-

sumption of other civilizations. They, as we, may use radio signals

only for their own purposes and not for the benefit of other

civilizations in space. Since this may be the case, we should use

a search strategy which will enable us to detect the signals a

civilization uses for its own purposes. These may occur on any

frequency. Fortunately, such search techniques have been de-

veloped. They utilize receivers which receive many frequencies

simultaneously, store the measurements of the received radio

energy in a computer, and make a sophisticated mathematical

analysis of this information. Methods of analysis have been found

which detect the ensemble of signals from a civilization despite

the fact that no individual signal from the civilization is itself

detectable. It is thus possible to establish that signals exist even

though no individual signal can be received. Such techniques

amount to civilization detectors and we should surely use them

in our search if we are to have the highest chance of success.

If we plan to do this—-and remember that 10 million stars may

have to be tested—we find that such a thorough search will re-

quire the use of a very large telescope, say, 100 meters in diameter,

a very complicated receiving system, and a large electronic com-

puter for a time of at least thirty years. The total cost of the ex-

periment over this time will add up to something like $60,000,000.

Thus the time and monetary resources are formidable. Yet it is

small when compared to the tasks we have undertaken in the

exploration of our solar system. The possible fruits of this project—

contacts with other civilizations in space—are so great that the

project seems very worthwhile. There is a real hope that in our

lifetimes such a search will be conducted successfully. The results

could greatly enrich all human life.
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Glossary of

Technical Terms

Adams-Williamson equation. Expresses how density changes with pressure

within the Earth. L. H. Adams and E. D Williamson first used the

equation in the 1920’s to calculate density variations in the mantle.

Adenosine triphosphate. See ATP.

Adiabatic compression. One of a class of adiabatic processes, characterized

by a change in matter without transfer of heat. For example, an

ideal gas, perfectly insulated, would on adiabatic compression not

only rise in temperature but some of the energy of compression would

yield a pressure change greater than had compression been effected

at constant temperature (by drawing heat away through a cooling

system ).

Aelosphere theory. Argues that solar energy can be converted into mechani-

cal energy in the form of dust storms and that these, in turn, would

generate heat by their frictional effects on the surface of a planet and

would also serve to retain the heat, insulating the planet from space.

Aeronomy. A term coined about a decade ago by the distinguished English

mathematician and geophysicist Sydney Chapman. It is the study of

the physics and chemistry of the atmosphere, especially the upper

atmosphere.

Albedo. The reflecting characteristic of an object, defined as the ratio of

diffusely reflected to incident light. Because the albedos of known

materials can be determined in the laboratory, comparisons with

similar albedos of heavenly bodies can suggest something about their

surface natures. Thus, the Moon’s albedo is less than one-tenth, for

it absorbs more than 90 per cent of incident radiation, which indicates

that its surface materials are quite dark.
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Alpha particles. Positively charged nuclear particles made up of two pro-

tons and two neutrons. The nucleus of helium is so constituted, and

thus a helium atom stripped of its electrons is an alpha particle.

Various nuclear reactions led to the emission of alpha particles

from heavier elements. Fast-moving alpha particles are called alpha

rays.

Amino acids. The principal constituents of proteins, from which they have

been isolated. There are about thirty of them. S. L. Miller also

synthesized them by subjecting a gas mixture of ammonia, hydrogen,

methane, and water vapor to electric discharges.

Angstrom. A unit of length named after the Swedish spectroscopist A. J.

Angstrom and used in expressing the wavelengths of light. It is 10°”

meter in length.

Angular momentum. The product of the moment of inertia of a rotating

body and its angular velocity or rate of rotation. (See Moment of

inertia. )

Anticyclones. See Cyclones.

Astronomical unit. The mean distance between the Sun and the Earth

(some 149,600,000 kilometers or about 93,000,000 miles). It is largely

used for distances within the solar system.

ATP. The commonly used abbreviation for adenosine triphosphate. It is a

derivative of adenosine, which consists of carbon, hydrogen, nitrogen,

and oxygen. Like adenosine, ATP occurs in muscle extract. It is im-

portant in sugar metabolism, which suggests its significant role in

transferring phosphate-bond energy. ATP is produced in a complex

photosynthetic reaction.

Autotrophs. Plants that can carry out photosynthesis, building up carbo-

hydrates and proteins out of carbon dioxide and inorganic salts.

Basalt. A type of igneous rock, dark gray, black, or green-black in color and

fine in grain. It is rich in calcium feldspar, poor in potassium feldspar,

which characterizes granite, and often rich in olivine.

Black body radiation. The radiation that would be emitted by an ideal

“black body,” i.e., one which absorbs all incident radiation, The inten-

sity and spectral distribution of black body radiation is a function of

only the temperature of the black body. The formula for spectral

distribution was derived by Planck from the quantum hypothesis (see

Planck’s radiation law). A black body can be approximated in

practice by a nearly completely enclosed cavity, such that radiation

emitted and absorbed by the internal walls is in equilibrium at a

given temperature; the radiation is observed through a small hole in

the cavity wall.

Bremsstrahlung. A German word meaning “braking radiation.” It is used

to describe the radiation produced when a charged particle is de-



celerated upon passage close to other charged particles. The radiation

has a continuous spectrum. The term is most commonly applied to

X-rays produced by electrons passing through matter.

Cepheid variables. Intrinsically variable stars whose luminosites fluctuate

with periods of less than fifty days.

Chloroplasts. The parts of the cells of green plants capable of photo-

synthesis. They are the cell structures in which sugar synthesis occurs.

Chondritic (stony) meteorites. Those which contain basic minerals,

feldspar, and nickel-iron.

Collagen. A fibrous, white, gelatin-like protein, good in tensile strength.

Thin and long, collagen fibrils are the main supportive protein of

skin, tendon, bone cartilage, and connective tissues.

Critical point. That point on a temperature-pressure diagram where two

phases of state merge. For example, a liquid and its vapor, under

certain temperature and pressure conditions, exist in a single state,

where this means that the volumes of liquid and vapor are identical.

Cyclones. Large, low-pressure wind systems that usually bring foul

weather and often great storms; they rotate as they pass over land and

sea, counterclockwise in the Northern, clockwise in the Southern

Hemisphere (as viewed from above). Anticyclones, on the other hand,

are relatively high-pressure atmospheric systems, characterized by a

minimum of cloudiness or storms; these “highs” rotate in a direction

opposite to that of cyclones in each of the two hemispheres.

Desoxyribonucleic acid. See DNA.

Dipe ptide. See Peptides.

Dipole. Literally meaning “two poles,” this term denotes two opposite

electric or magnetic charges that are separated by a small distance—

e.g., a bar magnet or a polar molecule. By extension, it is also used to

suggest the simplified picture of the magnetic field of the Earth as

represented by a hypothetical bar magnet embedded in its interior and

creating lines of force arching through space from one magnetic

polar region to the other.

DNA. The common abbreviation for desoxyribonucleic acid. It is a long

chain polymer. DNA and RNA are the two nucleic acids (see below).

DNA is believed to be the transmitter of genetic information in

biological systems.

Doppler effect. Refers to the apparent change in frequency or wavelength

of waves caused by relative motion of the source and detector. Thus

the pitch of a train whistle, as it moves toward a stationary listener,

rises and then, as the train passes and leaves, falls. A Doppler shift is

the difference between the observed frequency and the frequency of

the same source at rest. The “red shift” in astronomy, usually inter-

preted as the Doppler shift, has attracted attention because of its

39
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revelance to our notions of the universe. If a star and the Earth are

moving closer together, more waves are received in a given period,

and this is revealed by a shift of the frequencies typical of the star’s

spectrum to a higher frequency or toward the violet. If the star is

receding, fewer wavefronts arrive in a given period, and the frequency

shifts lower to the red portion of the visible spectrum. The cosmologi-

cally interesting red shift corresponds to the apparent velocity of

recession of remote galaxies.

Ecliptic. Refers to the plane of the Earth’s orbit about the Sun and to the

great circle cut on the celestial sphere by that plane. The celestial

sphere is an imaginary sphere, an idealization of the sky against

which the terrestrial observer sees the Sun, the planets, and the so-

called fixed stars.

Eclogite. A kind of coarse-grained rock consisting of garnet and pyroxane.

Endergonic. Requiring the expenditure of energy to effect a biochemical

reaction.

Endoplasmic. Refers to the inner part of the cytoplasm of a cell. Cyto-

plasm—protoplasm exclusive of the cell nucleus—consists of a thin,

viscous outer layer (ectoplasm) and of the inner, watery, and granular

endoplasm.

Epithelium. One of the four basic animal-body tissues. It is a cellular and

membrane-like tissue that covers external body surfaces and lines

internal vessels and other small cavities.

Galilean satellites of Jupiter. The four large ones (Io, Europa, Ganymede,

and Callisto) were discovered by Galileo in 1610. The other eight

are very much smaller and fainter.

Gamma rays. Electromagnetic radiation, similar to X-rays but shorter in

wavelength and hence more energetic. More specifically, a gamma

ray is a quantum of electromagnetic energy emitted by a nucleus

under certain conditions.

Gravitation. A universal attraction between any two pieces of matter. As

expressed by Newton, every particle of matter attracts every other

particle with a force proportional to the product of their masses and

to the inverse of the square of the distance between them. Gravity

is a more restricted expression, referring to gravitational acceleration

associated with a particular body, such as the Earth or a specific star.

The constant of proportionality, alluded to above, is known as G,

the gravitation constant, and has been measured. It should not be

confused with g, which is the acceleration due to gravity of the Earth.

Hydrogenation. The process of combining hydrogen with another substance.

Hydrolysis. The alteration or decomposition of a substance by water.

Hydrosphere. The envelope of water covering the Earth’s surface, including

oceans, lakes, rivers, and ice sheets. It includes also the water vapor in

the atmosphere.
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Infrared. Electromagnetic radiation of wavelength shorter than micro-

waves but longer than light waves. The wavelength range runs from

about 0.75 to 1000 microns. We experience infrared radiation as heat.

Ion. An atom or molecule which has lost or gained one or more electrons,

making it charged, positively or negatively, and therefore electrically

active. Ionization is the process of creating ions, common in liquids

and gases. Thus, ionization takes place in the upper atmosphere where

ultraviolet light and X-rays from the Sun dissociate atoms and

molecules. The ions there, especially the free electrons, account for

the electrically active nature of the ionosphere.

Isoprenoid. Pertaining to isoprene, a liquid hydrocarbon synthesized by

distillation of some petroleum substances (e.g., naphtha) and rubber.

Isostasy. Literally, “equal standing.” The term refers to a concept of

balance of the topography of the Earth. Thus, high mountains and

their roots beneath are less dense than the substrata of ocean basins,

accounting therefore for a certain equilibrium between “highs” and

“lows.” The term isostatic equilibrium is common in geology, and

refers to the hypothesis that columns of rock, with identical cross

sections and above a certain depth in the Earth, have the same mass.

It now seems certain that not all mountains are in isostatic equilibrum.

This means that they are supported by the strength of the Earth’s

crust, not by floating—as are icebergs, which are in isostatic equili-

brium.

Kirkwood gaps. Gaps in the distribution of asteriods corresponding to

orbital periods that are commensurable with Jupiter’s period.

Lipids. A class of substances, common in all living cells, that includes fats

and related esters, On hydrolysis (see above), they yield such resulting

substances as alcohols, sugars, and fatty acids.

Lithosphere. The solid, rocky, earthy part of the Earth in contrast to the

barysphere (the heavy, deep interior) or the hydrosphere (the watery

part at and near the surface).

Maar. A volcanic explosion crater that lacks a marked volcanic cone

structure.

Mach’s principle. That the inertia of a body is an aspect of its interaction

with the matter in the rest of the universe.

Magma chamber. An underground chamber containing molten rock.

Magma contains dissolved gasses (especially water vapor) which

escape in volcanic eruptions. Thus, rock formed when lava cools

differs in composition from the original magma.

Magnetopause. The boundary zone between the magnetosphere (see

below) and space beyond, where the solar wind dominates.

Magnetosphere. That region of the upper atmosphere and near space

dominated by the Earth’s magnetic field. On the side facing the Sun,
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this region extends out to about a sixth of the distance to the Moon.

On the dark side, the solar wind extends it into a long, cometlike tail.

Mare. The name (the Latin word for “sea”) given by early astronomers to

large, relatively smooth regions on the Moon that looked like seas

as viewed through their telescopes. Tradition has led to the continued

use of the term.

Maria. The plural of Mare.

Metamorphic. Refers to changes of a pronounced kind in rock caused

largely by heat and pressure, but also by liquids and gases, usually

requiring long periods of time.

Meteor. Originally this term referred to the phenomenon commonly called

a “shooting star,” in which a solid body from interplanetary space

enters the Earth’s atmosphere at high velocity and leaves an incan-

descent trail of vaporized matter. The term is now loosely extended

to the bodies themselves as they orbit the Sun, although the word

meteoroids is now becoming current. Bodies which reach the Earth

are called meteorites; they are composed of metal, stone, or both, and

range in size from subplanetary to microscopic.

Millibar. The unit of pressure in meteorology. It is one thousandth of a

bar, which is one million dynes per square centimeter. Atmospheric

pressure at sea level is one bar or about 14 pounds per square inch.

In terms of millibars, standard atmospheric pressure at sea level is

1,013 millibars.

Mitochondria. Threadlike or granular particles (or organelles, as defined

below), found in the protoplasm outside the nucleus of almost all

cells, containing enzyme systems.

Mohorouicic discontinuity. Named after its discoverer, the Yugoslavian

geophysicist A. Mohorovicic, who deduced a sudden increase in velo-

city of seismic waves at a depth of several tens of kilometers in the

Earth. The Mohorovicic discontinuity, sometimes called Moho or M,

is regarded as the boundary between the crust and the mantle of the

Earth.

Moment of inertia. The product of the mass of a body and the square of

the distance of the body from an axis of rotation. For bodies of appre-

ciable size compared to the off-axis distance, the moment of inertia is

the integral resulting from the sum of the moments of the infinitesimal

bits of mass which the body comprises. The moment of inertia plays

the same role for angular momentum that mass plays for linear mo-

mentum (see below).

Momentum. The product of the mass of a body and its linear velocity.

Mononucleotide. A nucleotide derived from three molecules (nitrogen

compound, sugar, and phosphoric acid). Nucleotides are found in

tissues and can be formed by partial hydrolysis of a nucleic acid.
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NAD. The abbreviation for nicotinamide adenine dinucleotide, an enzy-

matic substance common in cells.

Nucleic acids. Long chain polymers of nucleotides. The latter consist of

sugar phosphates tied to nitrogenous bases. There are two kinds of

nucleic acids: (a) ribonucleic acid (RNA), which is metabolically

highly active and seems to be linked to protein synthesis, and (b)

desoxyribonucleic acid (DNA), which appears to be the carrier of

genetic information.

Nucleotides. Compounds consisting of one or more units of phosphate-

pentose-nitrogen base. They are found in tissues and result from the

hydrolysis of nucleic acids.

Oligonucleotides. One form of nucleotides (see above).

Organelles. Subsystems of a cell which have distinct composition and

function. They are specific particles of organized, living matter

present in almost all cells. For example, mitochondria (see above) are

common organelles of cells, characterized by their enzyme role.

Orogeny. The process of mountain-making, especially by foldings of the

Earth’s crust.

Peptides. Combinations of amino acids in which the amino group of one

acid is tied to the carboxyl group of another. They may result from

the hydrolysis of a protein. A dipeptide is a peptide that produces

two molecules of amino acid on hydrolysis.

Peridotite. A coarse, granular, igneous rock.

Phytol. An oily alcoholic made by hydrolysis of chlorophyll.

Planck’s radiation law. Expresses the fundamental! notion that electromag-

netic radiation has both wave and particle aspects and that it may be

considered as made up of discrete packets or quanta of energy.

Planck’s law is basic to quantum mechanics and states that the energy

of a quantum of radiation is proportional to frequency, or that energy

equals frequency multiplied by a constant h, known as Planck's con-

stant, the quantum of action.

Plasma. Ionized gas in which the number of positive and electric ions are

about equal, so that the gas as a whole is essentially neutral.

Plutonic. Refers to igneous rocks formed at great depths within the Earth.

Polarization. When applied to electromagnetic waves, this term means

that the vibration of electric or magnetic field vectors is confined to

one plane. Polarization also refers to the separation of positive and

negative electric charges by an electric field.

Polysaccharides. Carbohydrates that can be broken down by hydrolysis

into simpler sugars.

Polynucleotides. See Nucleotides.

Polypeptides. Polyamides (crystalline compounds based on ammonia) that

yield amino acids on hydrolysis.
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Poynting-Robertson effect. The drag effect on a body revolving about the

Sun, caused by solar radiation pressure. This minute effect acts to

cause the body to spiral inwards, effective only for finely divided

matter.

Pristane. A saturated liquid hydrocarbon obtained from the liver oils of

some sharks.

Protonosphere. The name given to the region of the upper atmosphere

above 1000 kilometers where the ions of hydrogen, or protons, are

dominant particles (as against the ions of atomic oxygen at lower

altitudes).

Purines. Crystalline carbon-hydrogen-nitrogen compounds made from uric

acid,

Pyrimidines. Weak carbon-hydrogen-nitrogen bases that are a part of

nucleotides.

Quantasome. Literally, a small and discrete body. The term is used in

this book by Melvin Calvin in his chapter on chemical evolution of

life to denote the ultimate biological unit of a cell that converts solar

energy.

Rayleigh scattering. The scattering (or random reflection) of radiation by

particles, such that the intensity of the scattered light is inversely pro-

portional to the fourth power of the wavelength The blue of the sky is

due to the fact that air scatters the blue (short wavelength) component

of sunlight much more effectively than the red (long wavelength)

component.

Quasars (“quasi-stellar sources”). These are often intense radio emitters.

Unlike most radio sources, which are associated with galaxies, quasars

appear as starlike objects. They have extremely red-shifted spectra

which, if interpreted in the same fashion as the red shift of galaxies,

would make them the most distant objects observed. There is some

question as to this interpretation because of the extreme brightness

necessary to make them observable. Their origin and nature are not

known.

Red Shift. See Doppler effect.

Relativistic. An adjective often used in the phrase “relativistic electron” or

“relativistic particle” to indicate a velocity approaching that of light.

Relativity. Refers specifically to the theory advanced by Albert Einstein.

In its first form, the Special Theory of Relativity, it was based on the

hypothesis that the velocity of light is a universal constant, independ-

ent of the motion of the source or observer, and that all observers

moving relative to each other in rectilinear nonaccelerated motion are

equivalent. Several results ensue: that simultaneity is not an absolute

concept, that energy has mass (E==mc?), and that scales of space and

time depend on relative velocity. The theory was later generalized to
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include accelerated motions (the General Theory), which led to the

conclusion that the acceleration produced by gravitation is logically

identical with other accelerations.

Reticulum. The network structure present in protoplasma.

Roche’s limit. The distance from the center of a gravitating body (e.g., a

planet) within which a fluid satellite would be pulled apart by the

tide-raising forces of the gravitating body. It was first derived by the

French mathematician E. A. Roche in 1850.

Shield. A continental crustal feature that has remained largely stable over

a long period of time.

Stratigraphy. The study of the origin and chronology of rock layers.

Tectonic. Pertaining to the rock structure of the Earth and its crustal

deformation.

Titius-Bode law. Discovered by J. D. Titius and published by J. E. Bode

in 1772, the law is an empirical formula giving the mean distances of

the planets from the Sun While its values for seven of the planets and

the asteroids are good approximations to observation, those for

Neptune and especially Pluto are unsatisfactory.

Tropopause. The division between the stratosphere and the troposphere at

a height ranging from 10 to 20 kilometers depending on latitude and

season.

Tsunamis. Waves in the ocean, sometimes erroneously called tidal waves,

usually caused by large earthquakes beneath the ocean bottom or

coastal regions.

Whistlers. Electromagnetic waves, created by lightening strokes, which

travel along magnetic lines of force from one hemisphere to another.

In this process the frequencies in the original packet are drawn out so

that the wave, converted to an audio signal, sounds like a whistle,

starting high and ending low in pitch.
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_ A Note on the Conversion

of Metric-English Measure

and Temperature Scales

The metric system is used in this book because of its international

usage in science and because of its use in everyday affairs by most

nations. The tables below provide units in both metric and

English systems.

Angstrom (A) = 10-!0 meter

Micron (1) = 10° meter

Millimeter (mm) = 10-3 meter

Centimeter (cm) = 10-* meter

Kilometer (km) = 103 meters

The meter is an arbitrary unit, now defined in wavelengths. In

the United States the relationship of inches to the meter is legally

defined as 39.37 inches = 1 m. Some metric equivalents are as

follows:

Millimeter (mm) = 0.04 inch Inch (in) = 2.54cm

Centimeter (cm) = 0.39 inch Foot (ft) = 30.48 cm

Meter (m) = 39.37 inches Yard (yd) = 91.44 cm

Kilometer (km) = 0.62 miles Mile (mi) = 1.61 km

It is not difficult to sense the approximate English unit equiva-

lents of linear metric measure if one remembers that a meter is

about 3 feet or 1 yard (thus 2,000 meters equal about 2,000 yards
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or 6,000 feet, or a little more than a mile) and that a kilometer

is about six-tenths of a mile (thus an altitude of 300 km is about

180 mi, 500 km about 300 mi, 1,000 km about 600 mi).

The two common metric mass units are the gram (g) and the

kilogram (kg); the latter equals 1,000 g. A pound is equal to

453.6 grams, which is pretty close to half a kilogram. A kilogram

is approximately 2.2 pounds. For ordinary reading, one can readily

get the feel for the pound equivalent of kilograms by rounding up

and multiplying by 2 (thus 460 kg can be rounded up to 500,

which on multiplying by 2 gives 1,000 pounds).

The common temperature scales are the ordinary scales of

Fahrenheit and Celsius (identical to the Centigrade scale) and

the corresponding absolute Rankine and Kelvin scales. The last

two start with zeros at absolute zero; the Fahrenheit scale starts

with zero at 32° F below the freezing point of water, and Celsius

with zero at that point. The table below brings out these re-

lationships.

Celsius or

Centigrade Kelvin Fahrenheit Rankine

Boiling Point 100°C 373°K 212°F 672°R

of Water

Freezing Point 0°C 273°K 32°F 492°R

of Water

Absolute Zero —273°C 0°K —460°F 0°R

This book uses the Celsius or the Kelvin scale, between which

conversion is simple: to go from Celsius to Kelvin degrees, add

273; subtract 273 from °K to get °C. At very high temperatures,

say the solar corona of one million degrees K, the difference be-

tween the two is not significant.

The relation between Celsius and Fahrenheit scales is straight-

forward: (a) the number of degrees between the freezing and boil-

ing points of water on the Celsius scale is 100; on the Fahrenheit

scale, 180; and so an interval of 1°F is equal to 5/9 of a

degree C; (b) account must be taken of the 32° difference for the

freezing point of water. To convert degrees C to Fahrenheit, one

takes 9/5 of the degrees C and adds 32; to convert from Fahren-

heit to Celsius, one first subtracts 32 and then takes 5/9 of the

difference.



* Other Forum Series Available

Agricultural Series

Anthropology Series

Architecture Series

Automation Series

Behavioral Science Series

Biological Science Series

Chemistry Series

Control of the Mind Series

Economics Series

Education Series

Family Series

Food and Civilization Series

Geography Series

American History Series

History of Science Series

Labor Series

Law Series

Literature Series

Man Under Stress Series

Mass Communication Series

Medicine Series

Modernization Series

Music Series

Novel Series

Philosophy of Science Series

Poetry Series

Political Science Series

Population Series

Potential of Woman Series

Public Health Series

Space Science Series

Symphony Series

Teen-Ager's World Series

Theater Series

PInivare:tyu, Gariac



Forum Lectures

The Forum Lectures are broadcast regularly in

English and in translation by the Voice of America.

They cover the full range of the arts, sciences,

and humanities in mid-century America and each is the

work of an outstanding authority in his field.

Those desiring additional information about the

Forum Lectures should write to:

Forum Editor, Voice of America

U.S. Information Agency

Washington, D.C.

United States of America

Cover Design Tasi Gelberg Symons + Associates




