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PREFACE

The subject of this book is limited to the abstract form or

“logic” of science (as applied particularly to scientific soci-

ology). Therefore, neither the substantive content nor the so-

cial, economic, political, ethical, aesthetic, historical, and other

causes, conditions, and consequences of any particular science,

or of science as a whole, will be discussed here. My chief aim

has been to compress, to simplify, and to organize into an easily

understood and reasonably well-documented scheme some

principal answers to questions such as: What makes a discipline

“scientific” in the first place? What are theories, empirical gen-

eralizations, hypotheses, and observations; and how are they

related to each other? What is meant by “the scientific

method?” What roles do induction and deduction play in

science? What are the places of measurement, sampling tech-

niques, descriptive statistics, statistical inference, scale con-

struction, tests of significance, “‘grand” theories, and

“middle-range’’ theories? What parts are played by our ideas

concerning logic, causality, and chance? What is the signifi-

cance of the rule of parsimony? How do verbal and mathemati-

cal languages compare in expressing scientific statements?

The intended use of this book goes beyond these abstract

questions, however. The discussion presented here may also
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6 Preface

serve a practical role in the sociology and history of science by

providing a framework for reducing the enormous variety of

scientific researches — both within a given field and across all

fields —to a limited number of interrelated formal elements.

Such a framework, it is hoped, may prove useful in assessing

empirical relationships between the formal aspects of scientific

work and its substantive, social, economic, political, and his-

toric aspects.

Finally, I hope this book will be of use in constructing in-

dividual scientific researches. In this sense, it may be treated as

a guide to consideration of the most general formal problems

that seem intrinsic to all such researches.

For helping to make this book possible, I offer my thanks to

Russell Sage Foundation and my colleagues there, whose sup-

port, intellectual stimulation, and books were the essential

background and raw materials; to Alexander J. Morin, who

always provides excellent criticism and ideas; to Richard J.

Hill, who led me profitably to reconsider some problems dis-

cussed here; to Robert K. Merton, who commented encourag-

ingly on an earlier draft of this book; and to Bern Fasse, who

expertly typed my handwritten conglomerate.
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Introduction

Science and Three Alternatives

Whatever else it may be, science is a way of generating and

testing the truth of statements about events in the world of

human experience. But since science is only one of several ways

of doing this, it seems appropriate to begin by identifying them

all, specifying some of the most general differences among

them, and thus locating science within the context they provide.

There are at least four ways of generating, and testing the

truth of, empirical statements: “authoritarian,” “mystical,”

“logico-rational” and “‘scientific.’! A principal distinction

among these is the manner in which each vests confidence in the

producer of the statement that is alleged to be true (that is, one

asks, Who says so?); in the procedure by which the statement

was produced (that is, one asks, How do you know?): and in

the effect of the statement (that is, one asks, What difference

does it make?).

In the authoritarian mode, knowledge is sought and tested by

referring to those who are socially defined as qualified produc-

ers of knowledge (for example, oracles, elders, archbishops,

1. The outlines of the following discussion were suggested by Montague

(1925).

I]



12 The Logic of Science in Sociology

kings, presidents, professors). Here the knowledge-seeker at-

tributes the ability to produce true statements to the natural or

supernatural occupant of a particular social position. The

procedure whereby the seeker solicits this authority (prayer,

petition, etiquette, ceremony) is likely to be important to the

nature of the authority’s response, but not to the seeker’s confi-

dence in that response. Moreover, although the practical effects

of the knowledge thus obtained can contribute to the eventual

overthrow of authority, a very large number of effective dis-

confirmations may be required before this happens.

The mystical mode (including its drug- or stress-induced

hallucinatory variety) is partly related to the authoritarian,

insofar as both may solicit knowledge from prophets, mediums,

divines, gods, and other supernaturally knowledgeable authori-

ties. But the authoritarian mode depends essentially on the

social position of the knowledge-producer, while the mystical

mode depends more essentially on manifestations of the knowl-

edge-consumer’s personal “‘state of grace,’ and on his personal

psychophysical state. For this reason, in the mystical mode far

more may depend on applying ritualistic purification and sen-

sitizing procedures to the consumer. This mode also extends its

solicitations for knowledge beyond animistic gods, to more im-

personal, abstract, unpredictably inspirational, and magical

sources, such as manifest themselves in readings of the tarot,

entrails, hexagrams, and horoscopes. Again, as in the case of

the authoritarian mode, a very large number of effective dis-

confirmations may be needed before confidence in the mystical

grounds for knowledge can be shaken.

In the logico-rational mode, judgment of statements purport-

ing to be true rests chiefly on the procedure whereby these

statements have been produced; and the procedure centers on

the rules of formal logic. This mode is related to the au-

thoritarian and mystical ones, insofar as the latter two can

provide grounds for accepting both the rules of procedure and

the axioms or “first principles” of the former. But once these
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grounds are accepted, for whatever reasons, strict adherence to

correct procedure is held infallibly to produce valid knowledge.

As in the two preceding modes, disconfirmation by effect may

have little impact on the acceptability of the logico-rational
mode of acquiring knowledge.

Finally, among these four modes of generating and testing
empirical statements, the scientific mode combines a primary

reliance on the observational effects of the statements in ques-

tion, with a secondary reliance on the procedures (methods)

used to generate them.” Relatively little weight is placed on

characteristics of the producer per se; but when they are in-

volved, achieved rather than ascribed characteristics are

stressed — not for their own sakes, but as prima facie certifica-

tions of effect and procedure claims.

In emphasizing the role of methods in the scientific mode, I

mean to suggest that whenever two or more items of informa-

tion (for example, observations, empirical generalizations, theo-

ries) are believed to be rivals for truth-value, the choice depends

heavily on a collective assessment and replication of the proce-

dures that yielded the items.* In fact, all of the methods of

science may be thought of as relatively strict cultural conven-

tions whereby the production, transformation, and therefore

the criticism, of proposed items of knowledge may be carried

out collectively and with relatively unequivocal results. This

centrality of highly conventionalized criticism seems to be what

is meant when method‘ is sometimes said to be the essential

2. For a classic discussion of some sociological relations between the

mystical, scientific, and authoritarian modes, see Malinowski (1948); and for

classic experiments, essentially comparing the authoritarian and the scientific

modes (that is, group influence on individual perception), see Asch (1958) and

Sherif (1958). Betsy Barley (private communication) recalls Groucho’s sum-

mary line in Duck Soup: ““Who are you going to believe — me or your eyes?”

3. To say this is a distinguishing tendency of the scientific mode is not

to say that this tendency is never opposed. Political pressure has been brought

to bear, at various times and places, on the ideas of Galileo, Marx, Darwin,

and many others.

4. My use of “‘method”’ probably incorporates some of what Nagel calls
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quality of science; and it is the relative clarity and universality

of this method and its several parts that make it possible for

scientists to communicate across, as well as within, disciplinary

lines.

Scientific methods deliberately and systematically seek to

annihilate the individual scientist’s standpoint. We would like

to be able to say of every statement of scientific information

(whether observation, empirical generalization, theory,

hypothesis, or decision to accept or reject an hypothesis) that

it represents an unbiased image of the world—not a given

scientist’s personal image of the world, and ultimately not even

a human image of the world, but a universal image represent-

ing the way the world “really” is, without regard to time or

place of the observed events and without regard to any distin-

guishing characteristics of the observer. Obviously, such disem-

bodied “objectivity” is impossible to finite beings, and our

nearest approximation to it can only be agreement among in-

dividual scientists. Scientific methods constitute the rules

whereby agreement about specific images of the world is

reached. The methodological controls of the scientific process

thus annihilate the individual’s standpoint, not by an impossi-

ble effort to substitute objectivity in its literal sense, but by

substituting rules for intersubjective criticism, debate, and, ulti-

mately, agreement.’ The rules for constructing scales, drawing

samples, taking measurements, estimating parameters, logically

inducing and deducing, etc., become the primary bases for

criticizing, rejecting, and accepting items of scientific informa-

tion. Thus, ideally, criticism is not directed first to what an item

of information says about the world, but to the method by

which the item was produced.

But I have stressed that reliance on the observational effects

“technique,” since he restricts scientific method to “the general logic em-
ployed . . . for assessing the merits of an inquiry” (1967:9).

5. See Nagel (1967:10).
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of statements purporting to be true is even more crucial to

science than is its reliance on methodological conventions. By

this I mean that if, after the methodological criticism men-

tioned above, two information components are still believed to

be rivals, the extent to which each is accepted by the scientific

community tends to depend heavily on its resistance to repeated

attempts to refute it by observations. Similarly, when two

methodological procedures are believed to be rivals, the choice

between them tends to rest on their relative abilities to generate,

systematize, and predict new observations. Thus, Popper says:

‘*T shall certainly admit a system as empirical or scientific only

if it is capable of being tested by experience. . . . It must be

possible for an empirical scientific system to be refuted by ex-

perience” (1961:40-41)

Assuming that observation is partly independent of the ob-

server (that is, assuming that he can observe something other

than himself, even though the observation is shaped to greater

or lesser degree by that self — assuming, in short, that observa-

tions refer, partly, to something “‘out there,”’ external to any

observer), it becomes apparent that reliance on observation

seeks the same goal as reliance on method: the annihilation of

individual bias and the achievement of a “universal” image of

the way the world “really” is. But there is an important differ-

ence in the manner in which the two seek this goal. Reliance

on method attacks individual bias by subjecting it to highly

conventionalized criticism and subordinating it to collective

agreement. It thus seeks to overpower personal bias with shared

bias. Reliance on observation (given the “independence” as-

sumption mentioned above), however, introduces into both

biases an element whose ultimate source is independent of all

human biases, whether individual and unique or collective and

shared. In a word, it seeks to temper shared bias, as well as

individual bias, with un-bias.

Therefore, the scientific mode of generating and testing state-

ments about the world of human experience seems to rest on
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dual appeals to rules (methods) whose origin is human conven-
tion, and to events (observables) whose origin is partly nonhu-

man and nonconventional. From these two bases, science

strikes forcibly at the individual biases of its own practitioners

that they may jointly pursue, with whatever falter and doom,

a literally superhuman view of the world of human experience.

Finally, in this brief comparison of modes of generating and

testing knowledge, one should remember that neither the scien-

tific, nor the authoritarian, nor the mystical, nor the logico-

rational mode excludes any of the others. Indeed, a typical

effort will involve some scientific observation and method, some

authoritarian footnoting and documentation, some invocations

of ritually purified (that is, trained) imagination and insight,

and some logico-rational induction and deduction; only relative

emphasis or predominance among these modes permits classi-

fying actual cases. It 1s perhaps just as well so, since none of the

modes can be guaranteed, in the long run, to produce any more,

or any more accurate, or any more important, knowledge than

another. And even in the short run, a particular objective truth

discovered by mysticai, authoritarian, or logico-rational (or,

indeed, random) means is no less true than the same truth

discovered by scientific means. Only our confidence in its truth

will vary, depending on which means we have been socialized

to accept with least question.

Given this initial perspective on science as compared to other

ways of testing the truth of statements about the world of

human experience, a more focused approach to it can be made.

Overview of Elements

in the Scientific Process

The scientific process may be described as involving five
principal information components whose transformations into
one another are controlled by six principal sets of methods, in
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the general manner shown in Figure 1. This figure is intended

to be a concise but accurate map of most of the discussion in

this book; for this reason, parts of it will be reproduced at

appropriate points. However, the reader may wish to turn back

to the complete figure occasionally in order to keep clearly in

mind its full perspective. In brief translation, Figure 1 indicates

the following ideas:

Individual observations are highly specific and essentially

unique items of information whose synthesis into the more

general form denoted by empirical generalizations is accom-

plished by measurement, sample summarization, and parame-

ter estimation. Empirical generalizations, in turn, are items of

information that can be synthesized into a theory via concept

formation, proposition formation, and proposition arrange-

ment. A theory, the most general type of information, is trans-

formable into new hypotheses through the method of logical

deduction. An empirical hypothesis is an information item that

becomes transformed into new observations via interpretation

of the hypothesis into observables, instrumentation, scaling,

and sampling. These new observations are transformable into

new empirical generalizations (again, via measurement, sample

summarization, and parameter estimation), and the hypothesis

that occasioned their construction may then be tested for con-

formity to them. Such tests may result in a new informational

outcome: namely, a decision to accept or reject the truth of the

tested hypothesis. Finally, it is inferred that the latter gives

confirmation, modification, or rejection of the theory.®

Before going any further in detailing the meaning of Figure

1 and of the translation above, I must emphasize that the pro-

cesses described there and throughout this book occur (1) some-

6. Compare Bergmann’s similar, but more abbreviated, formula: “The

three pillars on which the house of science is built are observation, induction,

and deduction” (1957:31). For other capsule descriptions of the scientific

process, see Popper (1961:111), Bohm (1961:4,5), Kaplan (1964:9-10), Stinch-

combe (1968:15-18), Blalock (1969-8), and Greer (1969:4).
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Note: Informational components are shown in rectangles; methodological controls
are shown in ovals; information transformations are shown by arrows.

Figure 1. The Principal Informational Components, Methodological

Controls, and Information Transformations of

the Scientific Process.
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times quickly, sometimes slowly; (2) sometimes with a very

high degree of formalization and rigor, sometimes quite infor-

mally, unself-consciously, and intuitively; (3) sometimes

through the interaction of several scientists in distinct roles (of,

say, “theorist,” “research director,” “interviewer,” ‘‘meth-

odologist,” “sampling expert,” “statistician,” etc.), sometimes

through the efforts of a single scientist; and (4) sometimes only

in the scientist’s imagination, sometimes in actual fact. In other

words, although Figure 1 and the discussion in this book are

intended to be systematic renderings of science as a field of

socially organized human endeavor, they are not intended to be

inflexible. The task I have chosen is to set forth the principal

common elements — the themes — on which a very large num-

ber of variations can be, and are, developed by different scien-

tists. It is not my principal aim here to analyze these many

possible and actual variations; I wish only to state their under-

lying themes. Still, it seems useful to discuss briefly the types

of variation mentioned above (particularly the last type), if only

to defend the claim that my analysis of themes is flexible enough

to incorporate, by implication, the analysis of variations as well.

Each scientific subprocess (for example, that of transforming

one information component into another, and that of applying

a given methodological control) almost always involves a series

of preliminary trials. Sometimes these trials are wholly imagi-

nary; that is, the scientist manipulates images in his mind of

objects not present to his senses. He may think, “If I had this

sort of instrument, then these observations might be obtained;

these generalizations and this theory and this hypotheses might

be generated; etc.”’; or perhaps, “If I had a different theory, then

I might entertain a different hypothesis — one that would con-

form better to existing empirical generalizations.”’ When these

imaginary trials, sometimes running several times through the

entire sequence of scientific transformations, seem to be accom-

plished all in one instant (and when, of course, these imaginary

trials turn out, when actualized, to be correct and fruitful), the
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scientist's performance is said to be “insightful.” It is here, in

making imaginary trials, that “intuition,” “intelligent specula-

tion,” and “heuristic devices” find their special usefulness in

science.

For maximum social acceptance as statements of truth by the

scientific community, trials must not be left to imagination

alone; they must become actual fact. The actualization of scien-

tific processes (for example, actually constructing a desired

instrument) usually brings about a reduction in speed and an

increase in the rigor and formalization with which trials are

carried out, because it subjects the entire trial process to the

constraints and intransigences of the material world. An in-

crease in the role specialization of the scientists who carry out

the trials is also likely to result.

It is important to note that in the trial process just referred

to (whether imaginary or actualized), directions of influence

opposite to those shown in Figure 1 are often taken tem-

porarily.? For example, the first formulation of a hypothesis

deduced from a theory may be ambiguous, imprecise, logically

faulty, untestable, or otherwise unsatisfactory, and it may un-

dergo several revisions before a satisfactory formulation is con-

structed. In this process, not only will the deduced hypothesis

change, but the originating theory may also be modified as the

implications of each trial formulation reveal more about the

theory itself.

Similarly (to move further around Figure 1), the process of

transforming a hypothesis into observations may involve sev-

eral interpretation trials, several scaling trials (in which new

scales may be invented and alternative scales selected), and

several sampling trials. In each trial (at this point in the scien-

tific process, trials are often called “‘pretests” or “pilot stu-

dies”), new observations are at least imagined and often

7. 1 am indebted to Richard J. Hill for pointing this out to me; the
“temporarily” and the “trial” ideas are my own interpretations, however.
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actually made; and from them the investigator judges not only
how relevant to his hypothesis the final observations and em-
pirical generalizations are likely to be, but how appr opriate his
hypothesis is, given the observations and generalizations he can

make. He may also judge how appropriate his methods are,
given the information he 1s seeking to transform, Thus, the
invention and trial of a new Scaling, or instrumentation, or
sampling, Or interpretation technique may result in the deduc-

tion of new hypotheses rather than the reverse Process shown
in Figure 1.

Despite these retrograde effects that may be seen for every

information transformation indicated in Figure 1, the dominant
processual directions remain as Shown there. When counterdi-
rections are taken, they are best described as background prepa-
rations and repairs prior to a new advance. Thus, the invention
of a new instrument for taking Observations may occasion the
deduction of new hypotheses, So that when new observations

are actually and formally taken with the new instrument, they
will be scientifically interpretable (that is, transformable into
empirical generalizations that will be comparable with hypothe-

ses, etc.) rather than mere extla-Scientific CUuri0Sities. Similarly,
a particular formulation of a theoretically-deduceg hypothesis
may react on its parent theory or on the method of logical
deduction, and the theory may react on its supPOrting empirical
generalizations, decisions, and On the rules of logica] induction;
so that when the next step 1S actually taken (that is, when

observations are made, via interpretation of the hypothesis,
scaling, instrumentation, and sampling), it will rest on newly-

examined and firm ground.
But as C. Wright Mills implied, such careful background

preparation does not always Occur, and in practice any element
in the scientific process may Vary widely in the degree of its

formalization and integration with other elements. Mills argued
specifically that the relationship of theorizing to other phases
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in the scientific process can be so tenuous that theory becomes

distorted and enslaved by “the fetishism of the Concept.” Simi-

larly, he claimed, the relationship of research methods to hy-

patheses, observations, and empirical generalizations can be so
rigid that empirical research becomes distorted by “the

methodological inhibition.’’* It may be added that the distinc-

tion between researches that ‘explore’ given phenomena and

researches that “test” specific hypotheses is another manifesta-

tion of the same variability in degree of formalization and inte-

gration; “exploratory” studies, precisely because they probe

new substantive or methodological areas, may rest on still un-

formalized and unintegrated theoretical, hypothetical, and

methodological arguments. Understanding a published report

of such a study often depends on inferring the theory that “‘must

have” undergirded the study, or on guessing the empirical gen-

eralizations, or hypotheses, or observations, or tests, etc., that

the researcher “must have” had in mind. “Hypothesis-testing”’

studies, however, are likely to have more explicit, more formal-

ized, and more thoroughly integrated foundations in all ele-

ments of the scientific process.°

Finally, in this preliminary description of elements in the

scientific process, it seems useful to note that sociologists (and

other scientists, as well) often refer simply to “theory” (or

“theory construction”) and “empirical research” as the two

major constituents of science. What is the relation of these

familiar terms to the more detailed elements just outlined?

8. Mulls dubbed these two distortions “grand theory” and “abstracted

empiricism” (1959:25-75). Glaser and Strauss also derisively contrast “logico-

deductive theory, which ... was merely thought up on the basis of @ priori
assumption and a touch of common sense, peppered with a few old theoretical

speculations made by the erudite,” with “grounded” theory — theory gene-
rated “from data systematically obtained from social research” (1967:29,2).

9. Diana Crane {in press) suggests that exploratory studies, and the
variant of the scientific process that they represent, are typical of an early
Stage of growth in a scientific discipline (Kuhn’s “preparadigm”’ period,
1964), whereas hypothesis-testing studies are typical of a more mature
(“paradigm-based”’) stage.
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CONSTRUCTING THEORY; APPLYING THEORY;

UNDERSTANDING WHAT KNOWING WHAT

IS OBSERVED; TO OBSERVE;
INDUCTIVE METHODS DEDUCTIVE METHODS

THEORIZING;

LOGIC METHODS

i

DOING ;
EMPIRICAL RESEARCH; i

RESEARCH METHODS

Figure 2. Classification of the Principal Components, Controls,

and Transformations of the Scientific Process According

to Some Conventional Terms.

Figure 2 is designed to answer this question by suggesting

that the ieft half of Figure 1 represents what seems to be meant

by the inductive construction of theory from, and understand-

ing of, observations; whereas the right half represents what

seems to be meant by the deductive application of theory to

observations and the knowledge of observations.’ Similarly, the

top half of Figure 1 represents what is often referred to as
theorizing, via the use of inductive and deductive logic as

method; whereas the bottom half represents what is often meant

10. I use “application” in its scientific, rather in its engineering, sense.
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by doing empirical research, with the aid of what are called

“research methods.” The manifold interrelations between these

segments of the scientific process should be clear from Figure

1, which also suggests that the process may be as readily divided

along many other lines.”

It will be noted in Figure 2, however, that all five information

components, and two of the methodological control sets, are

shown in marginal positions. The marginality of information

components is meant to signify their ability to be transformed

into each other, under the indicated controls, and thus to play

at least dual roles in the scientific process. Of special impor-

tance is the transformational line up the middle. This line repre-

sents the closely related claims that tests of congruence between

hypotheses and empirical generalizations depend on the deduc-

tive as well as the inductive side of scientific work and are as

essential to constructing as to applying theory; that decisions to

accept or reject hypotheses form an indispensable bridge be-

tween constructing and applying theory and also between theo-

rizing and doing empirical research; and that the logical

inference controlling the incorporation of such decisions into

theory is marginal between constructing and applying theory.

By pointing out these marginalities, | mean to emphasize the

paramount importance of this series of methodological controls

and information components, wherein “‘concrete”’ observations

made on the world and “abstract” theories made within the

11. Fora more detailed discussion of some interdependencies based on the

“theory-versus-research”’ distinction, see Robert K. Merton, “The Bearing of

Sociological Theory on Empirical Research,” and “The Bearing of Empirical

Research on Sociological Theory” (1957:85-117). Figure 1 also embraces the

factors that Kuhn indicates are meant by his term “paradigm.” Kuhn says:

“By choosing [the term] paradigm I mean to suggest that some accepted
examples of actual scientific practise — examples which include law, theory,
application, and instrumentation together — provide models from which
Spring particular coherent traditions of scientific research” (1964:10); al-

though at one point (1964:77) Kuhn identifies “theory” alone with “para-
digm.””
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mind are brought together in their most intimate confrontation,

with inevitably profound consequences for both.

An Illustration Based on

Durkheim’s Suicide

The formulations presented so far are relatively abstract. An

illustration based on Durkheim’s famous study (first released in

1897) may convey the overall sense of the process which the rest

of this book dissects for closer examination. (It must be empha-

sized that in this illustration I am not concerned with how

empirically true my statements about suicide are, nor am I

much concerned with how accurately they reproduce Durk-

heim’s statements; instead, 1 am concerned chiefly that the form

of my statements illustrates Figure 1, and thus illustrates how

scientific statements about suicide would be generated and their

truth tested.)”

Suppose a scientist became interested in explaining why sui-

cide rates are higher among some people than others. Such an

interest is almost certain to be generated by prior theory and

hypotheses (Durkheim indicated in the Preface to Suicide,

pages 35-39, that his own interest was so generated), even

though they may be vague, implicit, and unconsciously held.

But the first explicit step in satisfying one’s research interest

would be to interpret the concept “suicide”? in terms of

phenomena on which observations can actually be made.*

Following that, one might choose or construct the scales that

12. For his statements, see Durkheim, Suicide (1951); and for summaries

of the present state of knowledge about suicide, see Gibbs (1966 and 1968),

and Douglas (1967).

13. For his part, Durkheim interpreted suicide as “cases of death resulting

directly or indirectly from a positive or negative act of the victim himself,

which he knows will produce this result” (1951:44). The extent to which this

is an interpretation that refers to phenomena that were in actual nineteenth

century practise observable (particularly considering the last clause of Durk-

heim’s interpretation) is, of course, questionable.
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are to be applied to these observations. Durkheim used the ratio

scale of counting; the nominal scales of religious affiliation, sex,

nationality, etc.; the interval scale of calendar year; and the

(obviously) ordinal scale of marital status.

| Next, the instruments whereby observations will be made are

determined. Durkheim relied on official documents (which he

accepted as accurately recording observations on suicide as he

interpreted the term) and the published works of others.

Then, decisions regarding sampling procedures are made.

Durkheim sampled suicides presumably committed during

given years of the nineteenth century, in various geopolitical

units of Europe, by persons in given age categories, by persons

of given sex, etc.

Finally, by acting in accord with the above methodological

decisions, a large number of individual observations would be

collected. These observations would be measured by the appro-

priate scales and the measures would then be summarized in the

form of rates, averages, totals, maps, tables, graphs, and the

like. Since these summaries would refer only to the observations

that were actually in the samples, some estimate would be made

of the corresponding true (that is, error-free) values of these

measures in the populations from which the samples were

drawn. Durkheim does not seem to have considered this ques-

tion explicitly, and simply treated his sample statistics as if they

were population parameters.

At this point, the large number of observations so laboriously

collected might be reduced to a brief but informationally heavy-

laden empirical generalization: “suicide varies with Catholic

and Protestant religious affiliation.”

The next information transformation (of empirical generali-

zation into theory) involves four entirely mental steps: (1) form-

ing a concept (explanans) that identifies some characteristic

that the examined religious affiliation populations, together

with other populations still unexamined, may have in different

degree, and that may logically or causally account for their
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having different suicide rates; (2) forming a concept (explanan-

dum) that identifies some characteristic that suicide rates have

in common with other conceivable rates, by virtue of which

they might all be logical or causal consequences of the expla-

nans; (3) forming a proposition in which the explanans and

explanandum are related in a way consistent with the relation-

ship stated in the originating empirical generalization; and (4)

forming several such propositions, all sharing a common ex-

planandum or a common explanans, and arranging them in

such a way that further hypotheses can be deduced and tested.

To continue the Durkheim-based example, the first step

(forming the explanans) means that one might arrive at a state-

ment such as, “Suicide rates vary inversely with the socia/

integration of individuals in its very-low-to-moderate range.”

Here only religious affiliation — the independent variable of the

originating empirical generalization — has been theoretically

conceptualized. After the second step, one might say, “The

incidence of deviant behavior varies inversely with the social

integration of individuals in its very-low-to-moderate range,”

thus adding a more abstract conceptualization of suicide rate“

— the original dependent variable. The third step might yield

a theoretic proposition of the following kind: “The social inte-

gration of individuals, in its very-low-to-moderate range,

causes, in inverse ratio, the incidence of deviant behavior.”

Here the explanans and explanandum are related as cause and

effect — a relationship consistent with that in the original em-

pirical generalization, but going beyond observable “covaria-

tion” to the more abstract “‘causation.’’*

Finally, in the fourth step, through reiterations of the above

process (beginning with the transformation of observations into

14. In the main body of Suicide, Durkheim did not conceptualize suicide

rate at any higher level of abstraction, and for this reason, his theory remains

somewhat asymmetrical. In the Preface to Suicide, however, he did suggest

that high suicide rates were symptomatic of “the general contemporary

maladjustment being undergone by European societies” (1951:37).

15. See Blalock (1968:155).
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empirical generalizations) one might develop three other Durk-

heim-like propositions. Then, all four propositions (together

with necessary definitions) might be arranged into the following

concatenated theory:

Definitions:

(1) “Deviant behavior” refers to individuals’ violations of

particular behavioral prescriptions or proscriptions

promulgated by others.

(2) “Social integration” refers to the degree to which in-

dividuals objectively receive benefits and injuries prov-

ided by others, and so are integrated into the latter’s

social system. |

(3) “Normative integration” refers to the degree to which

individuals subjectively accept behavioral prescrip-

tions and proscriptions promulgated by others, and so

are integrated into the latter’s normative system.

Propositions:

The incidence of deviant behavior is caused:

(1) In inverse ratio by social integration in its very-low-to-

moderate (egoism) range;

(2) In direct ratio by social integration in its moderate-to-

very-high (altruism) range;

(3) In inverse ratio by normative integration in its very-

low-to-moderate (anomie) range; and

(4) In direct ratio by normative integration in its moder-

ate-to-very-high (fatalism) range.

From such a theory, one could deduce, interpret, and finally

test new hypotheses purporting to explain the incidence of

kinds of deviant behavior other than suicide by referring to

manifestations of social and normative integration other than

those actually examined in the process of generating the theory.

For example (again drawn from Durkheim), if it could be

shown that unmarried persons experience less social integration

than married persons, and that both are in the very-low-to-
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moderate range of social integration, then the theory predicts

that the unmarried will have a higher suicide rate, and a higher

incidence of other deviant behavior, than the married. New

observations and new empirical generalizations to test the truth

of this new hypothesis could be generated as before, by inter-

preting the hypothesis into directly observable terms, scaling,

instrumentation, and sampling; and by measurement, summari-

zation, and parameter estimation. Then the new empirical gen-

eralizations could be compared with the hypothesis; and if the

comparison were judged favorable, a decision to accept the

hypothesis would be made and confirmation for the theory

would be inferred (or, more precisely, no disconfirmation would

be inferred). If the theory were to remain unchanged, results of

tests of many such hypotheses would describe the limits of the

theory. That is, such results would indicate which varieties of

“deviant behavior,” “social integration,’ and “normative inte-

gration” fall within its explanatory scope, and which varieties

do not. But since scientists are usually more interested in ex-

panding than in describing the limits of a theory, it would

almost certainly be modified under the impact of each test that

did not give positive results.

Against the background of all the foregoing comments, and

particularly this illustration based on Durkheim, let us ap-

proach each element of Figure 1 more closely. I have already

noted the pivotal role of empirical observation in the scientific

mode of acquiring knowledge; for this reason my discussion

begins with this information component, and then moves clock-

wise around Figure 1. One could begin with any other compo-

nent or control or transformation, however, since the process -

indicated by Figure 1 has no actual beginning or end but only

didactically convenient or inconvenient ones.
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Observations;

Measurement, Sample Summarization,

and Parameter Estimation;

Empirical Generalizations

Observations

Observations seem to be so nearly the prime arbiters of the

entire scientific process that Nagel argues:

Scientific thought takes its ultimate point of departure from prob-

lems suggested by observing things and events encountered in com-

mon experience; it aims to understand these observable things by

discovering some systematic order in them; and its final test for the

laws that serve as instruments of explanation and prediction is their

concordance with such observations (1961:79).!

But the primacy of observations in science should not be taken

to mean that observations are “immediately given” or wholly

detached in their origins from the empirical generalizations,

theories, and hypotheses to which they then give rise. On the

contrary, the very procedures whereby observations are made

seem to depend partly on the prior existence of other informa-

tional components of the scientific process; Ouroboros forever

feeds on, and generates, its own tail.

Popper, for example, says:

The naive empiricist . . . thinks that we begin by collecting and

1. See also Braithwaite (1960:255).

33
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arranging our experiences, and so ascend the ladder of science. . .

But if I am ordered: “Record what you are now experiencing” |

shall hardly know how to obey this ambiguous order. Am I to

report that I am writing; that I hear a bell ringing; a newsboy

shouting; a loudspeaker droning; or am I to report, perhaps, that

these noises irritate me? ... A science needs points of view, and

theoretical problems (1961:106).

And Wartofsky argues that:

Any descriptive utterance, any observation statement is already a

hypothesis; and further, .. . every such hypothesis already carries

with it a matrix of relevance which guides us to engage in those tests

of experience which we take to support or to fail to support this

hypothesis (1968:182).?

If ordinary, everyday observation is thus dependent on prior

information components (for example, hypothesis) and

methodological controls (for example, tests), how much more

so is scientific observation, whose most distinguishing mark is

the deliberate control exercised over it. As Kaplan puts the

matter, every observation in science is:

First of all something done, an act performed by the scientist. . .

Scientific observation is deliberate search, carried out with care and

forethought, as contrasted with the casual and largely passive per-

ceptions of everyday life. It is this deliberateness and control of the

process of observation that is distinctive of science, not merely the

use of special instruments (important as they are) — save as this use

is itself indicative of forethought and care. .. . Above all, “observa-

tion” means that special care is being taken: the root meaning of

the word is not just “to see”, but “to watch over” (Kaplan 1964:

126-127).°

2. See also Hanson (1967).

3. It may be noted, in passing, that Kaplan’s emphasis here on deliberate

control as a pivotal distinction between scientific and everyday observation
seems to relate to the difference between what he calls “knowing something

and having an experience of it.” Kaplan says, “It is one thing to know that

the day is warm, and another to feel its warmth. Though the cognitive process
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But to say that scientific observations are dependent on other

elements in the scientific process does not preclude saying that

they are also partly independent of them. Indeed, the same

must be said of every information component, every method-

ological control, and every information transformation shown

in Figure 1; none is wholly dependent on the others. Thus, the

system depicted in Figure | is not, in actual fact, a closed

system at any point; inputs to it are omitted from that diagram,

and are merely mentioned in this book, solely for reasons of

analytical focus. But note that I have already made such men-

tion of the social structure of scientific institutions, and of the

societal structure that environs them, as input sources. And the

other ideational subsystems of culture — that is, the aesthetic

and ethical ones — make their inputs to the scientific process

when the “beauty” or “elegance” or the “‘moral justification’”’

of a proposed informational component, methodological con-

trol, or information transformation becomes a consideration.

Still other sources of possible inputs to the scientific process

should be noted (for example, the number, and recruitment and

expulsion rates of scientists at a given moment in the history of

science; their distribution in space and time with reference

especially to scientific resources; their inherited and acquired

psychological and physiological characteristics; and the pre-

vailing level of general technological capacity in the society as

a whole and in science particularly).

Finally (especially in the present context of the role of obser-

vations in the scientific process), “sensing — which we may

take as a basic organic activity at the level of the surface recep-

itself is an experience, as richly concrete as any other, what is known is

something abstract, formulable in a proposition. . . . [and] no limited set of
propositions can exhaust the content of an experience of the situation” (1964:

208). The sciences should not be misconstrued: they seek only knowledge, not

the re-creation of experience. The latter pursuit falls to the arts, and to an

increasing variety of chemical, hypnotic, psychoanalytic, and electrical stimu-

lations of the brain.
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tors of a percipient organism” (Wartofsky 1968:102)— must

be mentioned as making its own unique and independent input

in the scientific process. That is, if “the sense data are typically

conceived of as qualitative impressions: color patches, shapes,

tones, sensory qualities of hardness, softness, smoothness, and

so on” (Wartofsky 1968:102), then it will make a difference to

the scientist’s ultimate observation statement if he senses, say,

smoothness or roughness, a blue color patch or a red one, and

so on. Moreover, if the sensory “receptors”? may indeed be said

to receive “impressions” impinging on them from outside, then

at least some of this observation difference may be attributed to

such external signals, which may in turn operate to some degree

independently of the receptors. On this (admittedly, variable)

degree of observer-independence would seem to rest the conclu-

sion that ‘“‘we do not simply see what we like or wish to see, nor

is our observation simply a function of expectation... .”

(Wartofsky 1968:122) and therefore the conclusion that obser-

vations constitute a genuine informational input to, and not

only an output of, the scientific process.*

Measurement

Thus, when stressing observations as outputs of prior infor-

mation and method, one can point out the simultaneity of

observation and measurement: “All scientific observation is, to

one degree or another, measurement. The simple observational

statement, “I observe that the ball is red,’ already carries with

it the framework within which ‘ball’ and ‘red’ are distinguish-

able from ‘not ball’ and ‘not red’ by some critical attributes

which permit us to classify” (Wartofsky 1968:174-175). But

when stressing the independent input character of observa-

4. The observer-independent element in observations seems acknowl-

edged (although differently so) in phenomenalist as well as realist views.

Linguistic and pragmatic views neither deny nor avow this element; it is
irrelevant to their concerns. See Wartofsky (1968:108-113).
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tions, one can note that observations are frequently made

through some instrument (say, a camera, a voting machine, a

tape recorder, a paper-and-pencil questionnaire, the observer’s

ear and memory of tonal pitch, etc.) and then measured — in

the sense of deliberate comparison with some scale of pertinent

values — afterward, in the manner suggested by Figure 1.

Partly for this reason, Figure 1 divides what is often treated

as a Single process (“‘measurement”’) into two phases: devising

or selecting the scale employed in measurement (‘‘scaling’’),

and applying this scale according to a set of procedural rules

(‘“‘measurement’’). Through this division, I mean to claim that

scales — although they may actually be developed after the

making of certain observations whose kind the scale is being

tailored to measure (see the discussion in Chapter 1 of “‘trials”’

and retrograde directions in the scientific process) -— always

antedate the particular observations that they measure. When

this point is combined with the one just made — that the mea-

surement of observations often follows the making of observa-

tions — the conclusion may be drawn that if observations hap-

pen to be made for which no scale already exists or to which

no measurement procedure can be applied, the observations

need not be discarded as useless or meaningless. They may

become serendipitous events leading toward new and revealing

empirical generalizations, theories, etc., if they are held until

adequate scaling and measurement procedures are devised for

them. |

In general, measurement may be defined as any procedure

whereby observations are systematically assigned symbols

(“scale values’?) among which certain specified relations are

conventionally defined as legitimate. Thus, measurement proce-

dures always consist in comparing an observation with a set of

abstract symbols (such as words, numbers, letters, colors,

sounds, etc.) and assigning, according to some prior rule, one

or more such symbols to the observation. Thereafter, since the

5. Kaplan says “the objects (to be measured) are mapped into an abstract _
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assignment rule and the repertoire of legitimate relationships

between the assigned symbols has been established in advance

(by the procedures of scaling, discussed in Chapter 4), the

measured observation can be symbolically manipulated in any

way that repertoire permits. Thus, the symbolic representation

contained in measurement endows the scientist with vastly in-

creased ability to manipulate observations, and also with rela-

tively clear rules specifying and limiting the nature and logical

consequences of these manipulations. Most observations, in-

deed, can only be compared symbolically. For example, obser-

vations on social groups that existed ten thousand years apart

can only be compared through, say, comparing the numbers

and names of their participants, the frequencies and names of

their interactions, etc. In general, it may be said that observa-

tions themselves are liable to only a severely limited repertoire

of manipulations; they cannot be added, or subtracted, or per-

centaged, or correlated, or introduced as subjects or objects in

sentences, or employed as elements in graphs, diagrams, or

pictures. Only the appropriate kinds of symbols for such obser-

vations (and for their derivatives — empirical generalizations,

theories, and hypotheses) can be so manipulated.*®

space of some determinate structure” (1964:177), and he quotes Weyl as

saying that the only decisive feature of all measurements is “symbolic repre-

sentation” (1964:178).

6. From this general superiority (for scientific purposes) that symbols

have over the observations to which they are assigned seems to flow the two

more specifically comparison-related “functions of measurement” that may

be inferred from Kaplan’s discussion: (1) Measurement permits an estimate

of sameness among observations made on different “kinds” of phenomena (for

example, a pound of feathers equals a pound of iron filings); and (2) measure-

ment permits an estimate of difference among observations made on the same

“kind” of phenomena (for example, one pound of feathers is not equal to one

and one-tenth pound of feathers). Kaplan’s own words are “Measurement, in

a word, is a device .. . by which we are assured of equivalences among objects

of diverse origin. ... A second function of measurement... . is to make possible

more subtle discriminations and correspondingly more precise descriptions”
(1964:173-174).

The “kinds” into which phenomena are divided at any given moment in



Sample Summarization 39

Sample Summarization

But the assignment of a scale value to an observation is

subject to an unavoidable imprecision that imposes a classifica-

tory generalization on all empirical observations. Popper says:

Measurement should be described in the following terms. We find

that the point of the body to be measured lies between two grada-

tions or marks on the measuring-rod or, say, that the pointer of our

measuring apparatus lies between two gradations on the scale. . .

Thus an interval, a range, always remains (1961:125).

Asa result, all observations falling within a given measurement

interval, although they are all in fact different from one another,

become indistinguishable according to that scale and are

treated by it as if they were absolutely identical. The formation

of empirical generalizations operates first, therefore, at the level

of individual observations. At the level of summarizing a sam-

ple of individual observations into “averages,” ‘“‘rates,”

“scores,” and the like, this process is even clearer. Here, those

techniques called “descriptive statistics” find their nearly indis-

pensable place in the scientific process. On this general ques-

tion, Nagel points out that:

In measuring the velocity of sound in a given gas, different numeri-

cal values are in general obtained when the measurement is re-

peated. Accordingly, if a definite numerical value is to be assigned

to the velocity, these different numbers must be “averaged” in some

fashion, usually in accordance with an assumed law of experimental

error. In short, the law about the velocity of sound in gases does

not formulate relations between the immediate data of sense

(1961:82).?

the history of science are by no means fixed, and are profoundly responsive

to measured estimates of similarities and differences along various dimen-

sions. Thus, the ancient distinctions of “kind” between earth, air, water, and

fire have been superceded by a succession of new “kinds” of matter, partly

as a result of changed measurement scales and procedures.

7. Kaplan refers to “the fiction of the true measure,” and argues that “we



40 The Logic of Science in Sociology

It is important to re-emphasize that the generalization pro-

cess is unavoidable and occurs with or without the inves-

tigator’s conscious consent, by virtue not only of deliberate

efforts to summarize or “reduce” sample data but also by virtue

of the sensitivity limits of his measuring instruments.

Parameter Estimation

But there is at least one further step that enables the transfor-

mation of observations into empirical generalizations. Since

every science seeks universal truths (statements that are ex-

pected to hold across all instances of given phenomena)* merely

summarizing or “averaging” the scale values obtained by mea-

suring a sample of observations is insufficient. These values may

represent a biased sample of the values that might be obtained

if all possible observations on the phenomena of interest were

made and accurately assigned scale values. Obviously, state-

ments based on a biased sample would lack any simple applica-

bility to the full universe-of-interest; that is, they would lack the

desired universality. Parameter estimation — whether employ-

ing the techniques of statistical inference or less rigorous, more

informal procedures — therefore becomes an essential control

over the transformation of observations into empirical generali-

zations. Through it, the scientist seeks to estimate (and demon-

strate the grounds for his estimation) the range of values that

could be expected in the observable universe-of-interest if the

observed sample (of given size and produced by given proce-

dures) were actually representative of it. He thereby seeks to

estimate the extent to which empirical summaries that refer to

this observed sample are transformable into empirical generali-

correct measurements, reduce their error; but we do so always only up to a

point” (1964:202).

8. Wartofsky says “We require a law to state that something is unre-

strictedly true for all possible instances where the number is presumably

indefinitely larger than that of the observed instances . . .” (1968:250).
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zations that refer to his still (and always) unobserved universe-

of-interest.

Not only universality but precision is desired of empirical

generalizations; and as a consequence, certain methodological

controls are specified whereby the latter as well as the former

can be maximized. Thus the scientist can take certain steps to

narrow the range of values to be expected in the unobserved

universe-of-interest (that is, in order to make a more precise

estimation of parameters)— steps bearing especially on the

manner in which his observable sample is drawn and the size

of that sample.

Sometimes a single observation is provisionally accepted as

yielding the best available parameter estimation (for example,

naturally occurring forms on the Earth are still our only obser-

vations on the nature of social phenomena). This acceptance

may result from prohibitive costs or other difficulties associated

with making more than one observation, but in all such cases,

everything depends on the representativeness of the single ob-

servation. And the validity of claims about such representative-

ness depends on the actual variability that is present in the

universe of such observations. Should further observations

become possible, and should they reveal important variability,

the single observation would (or should) be immediately dis-

placed in favor of a more accurate empirical generalization.

This is the logic that underlies the scientist’s wariness of in-

dividual “‘case studies’’ and his insistence on replication, for on

the accuracy of empirical generalizations must rest the validity

of theories that are invented to explain them and to predict

other, related, empirical generalizations.

Empirical Generalizations

In any event, through applying the measurement, sample

summarization, and parameter estimation procedures just men-

tioned, many or few individual observations are transformed
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into empirical generalizations. Braithwaite defines such a gen-

eralization as “a proposition asserting a universal connection

between properties,” and adds that:

The generalization may assert a concomitance of properties in the

same thing or event .... or it may assert that of every two events

or things of which the first has the property A and stands tn the

relation R to the second, the second has the property B. .. . Or it

may make more complicated but similar assertions about three or

four or more things. The relationship between the things may be a
relationship holding between simultaneous events in the things, or

it may hold between events in the same thing or in two or more

things which are not simultaneous (1960:9).

The underlying logic whereby observations are transformed

into empirical generalizations (or, as Braithwaite says it, “‘the

inference of an empirical generalization from its instances”

[1960:257n.]) is often referred to as induction (see Figure 2).

Braithwaite describes two types of “‘inductive principles”:

There are, first, principles of induction by simple enumeration ac-

cording to which an inductive hypothesis is to be treated as being

well established if it has not been refuted by experience and has been

confirmed by not fewer than 7 positive instances. . . . There are,

secondly, principles of elimination according to which an inductive

hypothesis is taken to be well established if, while it has not been

refuted by experience, alternative hypotheses have been so refuted

(1960:260).

To such “enumerative induction” and “eliminative induction,”

Wartofsky adds that form which is most familiar to sociolo-

gists: namely, “‘statistical generalization.”® He argues that “A

statistical generalization makes the inductive inference that (a

ratio of relative frequency of some property or some relation

among properties) will continue to be observed as the total

9. See also Black’s (1967), and Wartofsky’s (1968:210-227) discussions
of the justifications and critiques of induction.
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number of observations continues to grow” (1968:234). But, “A

condition of the validity of such [an inference] is the presumed

randomness of the sample from which such generalizations are

made”; and “The norms for such randomness are set forth in

the ideal case in. . . the mathematical calculus of probabilities”

(1968:239). In fact, one can go still further, and say that the

immediate conditions of the validity of a statistical generaliza-

tion include not only the measurement, sample summarization,

and parameter estimation procedures yielding the generaliza-

tion itself, but all of the procedures yielding the observations

whose transformation the generalization represents. These in-

clude (in addition to sampling procedures) instrumentation,

scaling, and interpretation procedures — as shown in Figure |

and as discussed in Chapter 4 of this book.
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Empirical Generalizations and Theories

Merton defines an empirical generalization as “an isolated

proposition summarizing observed uniformities of relationships

between two or more variables” (1957:95), reserving the term

“scientific law” for “‘a statement of invariance derivable from

a theory” (1957:96).! This distinction between empirical gener-

alizations for which appropriately explanatory theories do not

yet exist and those for which such theories already exist seems

important, but it is less emphasized by other writers. For exam-

ple, Braithwaite maintains: “While there is general agreement

that a scientific law includes a generalization, there is no agree-

ment as to whether or not it includes anything else” (1960:10).

And Nagel defines an “experimental law” simply as formula-

1. This seems to parallel another of Merton’s distinctions, between seren-

dipitous and non-serendipitous findings; a serendipitous finding is one that is

not predicted by an available theory, whereas an empirical generalization is

one that is not explained by an available theory (See Merton 1957:103-108).

Clearly, serendipitous findings and empirical generalizations challenge the

scientist to revise or reject an inadequate theory and construct a new one.

Kuhn discusses the role of such challenges (“crises’’) in initiating scientific

“revolutions” (1964). See also Kaplan’s discussion of “cryptic data” as those

that “not uncommonly . . . provide a point of departure for significant

theoretical advance” (1964:134).

47
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ting ‘“‘a relation between things (or traits of things) that are

observable . . .” (1961:80).
One importance of Merton’s distinction is best seen in light

of Zetterberg’s (1963:35) distinction between a “theoretical

hypothesis” (a proposition for which there is not yet empirical

support) and a “theoretic invariance: law” (a proposition for

which there is already empirical support). Cross-classifying the

two distinctions suggests four types of statements about reality:

those for which both theoretical and empirical bases are present

(called “theoretic invariance” by Zetterberg, and “law”’ by both

Merton and Zetterberg); those for which theoretical basis but

no empirical basis is present (called “theoretic hypotheses” by

Zetterberg); those for which empirical basis but no theoretical

basis is present (called “empirical generalizations” by Merton);

and those for which neither theoretical nor empirical basis is

present (perhaps indicated by Kaplan’s use of “fantasy” or

“presuppositions” (1964:35, 86), and by some uses of the term

“imagination”). In this scheme, two developmental paths may

be traced from fantasy to law. In the fantasy-to-theoretic hy-

potheses-to-law path, one finds or constructs a theory from

which the fantasy can be deduced as a novel hypothesis, tests

the hypothesis, and induces the result into theory as law. In the

fantasy-to-empirical generalization-to-law path, one finds or

constructs a pattern of observations into which the fantasy can

be induced as a novel case, and further induces the result into

theory as law.

Thus, one utility of Merton’s and Zetterberg’s distinctions

— on which this scheme rests — is that they enable us formally

to differentiate two frequently contending styles whereby

“ideas” (fantasy, in the above scheme) can become transformed

into “understanding” (law, in the above scheme) — styles that

might be characterized as “‘theoretically-inclined”’ and “‘empiri-

cally-inclined,” respectively. Scientific development in the re-

verse direction (that is, from law-to-fantasy) has also occurred

— as witness the demise of laws involving planetary epicycles,
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phlogiston, the ether, entelechy, etc — but such developments

seem to have followed only one path: law-to-(disconfirmed)-

theoretic hypothesis-to-fantasy.

A second and more weighty significance of Merton’s distinc-

tion between those empirical generalizations that are supported

by a theory and others that are not lies in its implicit recognition

that being related to other empirical generalizations confers

additional explanatory power on an otherwise isolated fact. As

part of a theory, a given empirical generalization contributes to

our understanding, not only directly of phenomena to which it

specifically refers but also indirectly of phenomena not specified

by it but specified by other empirical generalizations to which

it is theoretically related. The reverse is also true: the other

empirical generalizations to which the generalization in ques-

tion is related contribute indirectly to our understanding of the

phenomena to which it refers. However, it should be empha-

sized that empirical generalizations always retain an important

degree of independence from any theoretic framework from

which they are derivable. Nagel states this point as follows:

Even when an experimental law is explained by a given theory and

is thus incorporated into the framework of the latter’s ideas... ,

two characteristics continue to hold for the law. It retains a mean-

ing that can be formulated independently of the theory; and it 1s

based on observational evidence that may enable the law to survive

the eventual demise of the theory. .. . Such facts indicate that an

experimental law has, so to speak, a life of its own, not contingent

of the continued life of any particular theory that might explain the

law” (1961:86-87).

But no matter how one conceives the relations between

empirical generalizations and laws on the one hand and theories

on the other, the most important point in the present discussion

is the simple and agreed-upon relation of generalizations (and

laws) to observations; that is, they are statements of regularities
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in those observations.? The relation between such statements

and theories is not so simple, however. Regarding this relation,

there appear to be at least two distinct views. One of these

argues that theories are generated, not inductively from empiri-

cal generalizations, but by the invention and manipulation of

experientially meaningless symbols. For example, Watson

claims that although the paths by which theories are reached

“are very diverse and dependent upon a variety of coinci-

dences,” the principal path runs as follows:

At first we operate only with thought abstractions, mindful of our

task only to construct inner representation-pictures. Proceeding in

this way, we do not as yet take possible experiential facts into

consideration, but merely make the effort to develop our thought-

pictures with as much clarity as possible and to draw from them

all possible consequences. Only subsequently, after the entire expo-

sition of the picture has been completed, do we check its agreement

with experiential facts (1960:249).

Popper also denies the systematic bearing of empirical gener-

alizations on theorizing by taking a position that “‘stands di-

rectly opposed to all attempts to operate with the ideas of

inductive logic” (1961:30). In fact, he argues that there is no

logic for generating theories:

My view of the matter, for what it is worth, is that there is no such

thing as a logical method of having new ideas, or a logical recon-

struction of this process. My view may be expressed by saying that

every discovery contains “an irrational element,” or ‘“‘a creative

intuition,” in Bergson’s sense. In a similar way Einstein speaks of

the “search for those highly universal laws . . . from which a picture

of the world can be obtained by pure deduction. There is no logical

path,” he says, “leading to these .. . laws. They can only be reached

2. See Kaplan (1964:85-94) for some roles of empirical generalizations
other than those discussed here; and the same author (1964:94-115) for vari-
ous kinds of empirical generalizations. See Wartofsky (1968:252-258) for an
exposition of realist, nominalist, and conceptualist views of “the nature of the
laws of nature.”
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by intuition, based upon something like an intellectual love

(“Einfiihlung”) of the objects of experience” (1961:32).

In Popper’s view, however, the absence of a logic for generating

theories does not matter. What matters is the logic for testing

theories, necessitated by the centrality of criticism in the scien-

tific process and by the injunction “that whenever we try to

propose a solution to a problem, we ought to try as hard as we

can to overthrow our solution rather than defend it” (1961:16).

Clearly, then, Popper’s main argument vigorously denies the

role of inductive logic in how particular theories are verified,

and denies the role of any logic — whether inductive or not —

in how particular theories are generated. Nevertheless, Popper

does admit of a “quasi-inductive’’ process in the historical evo-

lution of science as a whole. In this process, he says:

Theories of some level of generality are proposed, and deductively

tested; after that, theories of a higher level of universality are

proposed, and in their turn tested with the help of those of the

previous levels of universality, and so on. The methods of testing

are invariably based on deductive inferences from the higher to the

lower level; on the other hand, the levels of universality are reached,

in the order of time, by proceeding from lower to higher levels

(1961:276-277).

In marked contrast to Watson’s and Popper’s characteriza-

tion of theorizing as a process that responds to empirical gener-

alizations only after it has been fully developed in its logical

aspects, Merton argues:

It is my central thesis that empirical research goes far beyond the

passive role of verifying and testing theory; it does more than

confirm or refute hypotheses. Research plays an active role: it

performs at least four major functions which help shape the devel-

3. “I never assume that we can argue from the truth of singular state-

ments to the truth of theories. I never assume that by force of ‘ verified ’

conclusions, theories can be established as ‘true’, or even as merely

probable” (Popper, 1961:33).
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opment of theory. It initiates, it reformulates, it deflects, and it

clarifies theory (1957:103).

Kuhn’s position is similar to Merton’s inasmuch as he locates

the stimulus for theorizing almost entirely in the “anomaly”

and “crisis” that is occasioned by an unanticipated empirical

generalization.* But as Popper’s reference to quasi-induction in

science (mentioned above) implicitly moderates his view in the

direction of Kuhn, so Kuhn’s acknowledgement that “how an

individual invents (or finds that he has invented) a new way of

giving order to data now all assembled — must here remain

inscrutable and may be permanently so” (1964:89), moderates

toward Popper. Kuhn says:

Discovery commences with the awareness of anomaly, 1.e., with the

recognition that nature has somehow violated the paradigm-

induced expectations that govern normal science. It then continues

with a more or less extended exploration of the area of anomaly.

And it closes only when the paradigm theory has been adjusted so

that the anomalous has become the expected. Assimilating a new

sort of fact demands a more than additive adjustment of theory, and

until that adjustment is completed — until the scientist has learned

to see nature in a different way — the new fact is not quite a scien-

tific fact at all (1964:52-53).

Nagel, however, believes that the contrast is more apparent

than real:

Distinguished scientists have repeatedly claimed that theories are

“free creations of the mind.” Such claims obviously do not mean

4. For another discussion of anomalous, unpredicted, empirical generali-

zations, see Merton (1957:103-108). In fact, Merton (although closely iden-

tified with functional structuralism, a theoretic viewpoint wherein the

accurate anticipation of actions and reactions is an essential explanation of

social phenomena) pays special attention to unanticipated phenomena of

various kinds throughout his work. His well-known discussion of serendipity

in research is but one example; another is his distinction between manifest and

latent functions; a third, although more implicit, example is his typology of

deviant behaviors.
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that theories may not be suggested by observational materials or

that theories do not require support from observational evidence.

What such claims do rightly assert is that the basic terms of a

theory need not possess meanings which are fixed by definite experi-

mental procedures, and that a theory may be adequate and fruitful

despite the fact that the evidence for it is necessarily indirect

(1961:86).

Concept Formation and Proposition Formation

In short, therefore, theories may be viewed as emerging by

making the terms and relationships in empirical generalizations

more abstract, and also by introducing other abstract terms that

refer to nonobservable constructs. Both procedures are referred

to as concept formation. As noted in Chapter 1, the empirical

generalization that a higher suicide rate is associated with Prot-

estant than with Catholic church affiliation can become more

fully theoretic in the statement that the incidence of deviant

behavior is caused by the degree of egoism. In this case, “suicide

rate” is made more abstract in the term “‘incidence of deviant

behavior’; “‘Protestant-versus-Catholic church affiliation” is

made more abstract in the term “egoism”’; and “is associated

with” is replaced by the construct, “is caused by.”

As this illustration shows, theoretic concepts are formed by

naming various sorts of things. Hempel (1952, 1965) has dis-

cussed three different procedures for doing so that may be

summarized as follows: First, conceptual naming can be of a//

of the observables, but only the observables, to be included

under each individual name or term. This concept formation

procedure is typical of operationalism as advocated by Bridg-

man. It involves a closed relation of concept to observables such

that each concept refers only to a limited, specified, set of

observables (and, in the operationalist view, a limited, specified

set of the unique operations necessary to produce these observa-

tions). If either the concept or its corresponding set of observa-

bles is changed, then the other must be changed. Thus, for
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extreme example, if “intelligence” is defined as an individual’s

achievernent of a given score on a particular test, his scores on

any other similar, but not identical, tests would require naming

new concepts for each.

Second, conceptual naming can be of some of the observ-

ables, but only observables, to be included under each in-

dividual name or term. This procedure involves the use of

“reduction sentences” and involves a more open relation of

concept to observables insofar as the concept is reduced to an

indeterminate, and only partially specified, set of observables.

In other words, concept formation by reduction sentences al-

lows for provisionally specifying the observational referents of

a concept, without closing the concept to other referents that

may be added to it in the future. Hempel points out that “sets

of reduction sentences combine in a peculiar way the functions

of concept formation and theory formation” (1952:28), since

the criterion for adding new observational referents to a given

concept seems to be the empirical correlation of these new

referents with the referent named in the first reduction sen-

tence. In Hempel’s words,

While a single reduction sentence may be viewed simply as laying

down a notational convention for the use of the term (i.e., the

concept) it introduces, this is no longer possible for a set of two or

more reduction sentences concerning the same term, because such

a set implies, as a rule, certain statements which have the character

of empirical laws; such a set cannot be used in science unless there

is evidence to support the laws in question (1952:28).

Thus, one could legitimately add scores on different tests as

observational referents of “intelligence” only on evidence (per-

haps such as factor analysis would provide) that they were

highly correlated with score on the original test. As more and

more such intercorrelated referents were added, the concept

“intelligence” would come increasingly to resemble a theory —

that is, a set of interrelated empirical propositions. Finally,
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according to Hempel, conceptual naming can be of both observ-

ables and nonobservables (for example, dispositions such as

“magnetism” or “charisma,” or metrical terms such as “tem-

perature, pressure, volume” or “‘class, status, power’’), not one

at a time as in the previous two concept formation procedures,

but in theoretically related sets .5

Terms of this [latter] kind are not introduced by definitions or

reduction chains based on observables; in fact, they are not intro-

duced by any piecemeal process of assigning meaning to them

individually. Rather, the constructs used in a theory are introduced

jointly, as it were, by setting up a theoretical system formulated in

terms of them and by giving this system an experiential interpreta-

tion which in turn confers empirical meaning on the theoretical

constructs (1952:32).

Once the required and appropriate observables and unob-

servables have been conceptualized, propositions are formed by

fitting them into the form, “If concept X, then concept Y,” or
“The greater the X, the greater the Y.” Two contrasting fea-

tures of such a theoretic proposition emerge as a result of its

high degree of abstraction: the scope of the relationship claimed

in the empirical generalization from which the proposition was

generated is increased; but at the same time, its empirical am-

biguity is also increased. In other words, the originally observed

relationship is made tentatively applicable to more phenomena

than are referred to in the generalization from which the theo-

retic proposition is induced, thus presenting an opportunity to

broaden the scope of the information contained therein.* For

5. Wilson and Dumont refer to this procedure as utilizing “translation

rules” (1968). See also Dumont and Wilson (1967).

6. Merton cites five “functions of theory” vis-a-vis empirical research.

The first is that “the scope of the original empirical finding is considerably

extended [by theory], and several seemingly disparate uniformities are seen

to be interrelated. . . .° The second also specifies a consequence of transform-

ing empirical generalizations into theory: “Once having established the theo-

retic pertinence of a uniformity by deriving it from a set of interrelated
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the same reasons, however, the precise additional observations

and empirical generalizations (and therefore the precise meth-

ods) to which the theoretic proposition is actually applicable

are far less clear than is the case with the originating empirical

generalization. Because of this, the choice of new empirical

observations (“indicators”) to which the theoretic proposition

is presumed to be applicable is a crucial step in testing the truth

and scope of the theory.

In addition to heightened abstraction, the transformation

from empirical generalization to theory involves heightened

idealization insofar as error terms that are usually explicit in the

former are dropped or relegated to an implicit status in the

latter. Such terms may represent both measurement error and

the impingement of exogenous factors on the variables being

studied,’ and without them, theoretic propositions take on a

typically universal and unequivocal character. This idealization

seems to have two opposing consequences:

On the one hand, theories acquire a stubborn resistance to

change. Because error terms are routinely dropped before em-

pirical findings are incorporated into theoretic propositions, the

theory may not immediately reflect any increase in the error of

its predictions — especially so long as these predictions con-

tinue to be borne out in general direction.

propositions, we provide for the cumulation both of theory and of research

findings. .. .”” The third, fourth, and fifth, however, seem more properly to

specify consequences of the next transformation shown in Figure 1 above:

namely, that of theory into hypotheses: “3. The conversion of empirical

uniformities into theoretic statements . . . increases the fruitfulness of re-

search through the successive exploration of implications. 4. By providing a

rationale, the theory introduces a ground for prediction which is more secure

than mere empirical extrapolation from previously observed trends. 5. If

theory is to be productive, it must be sufficiently precise to be determinate

[and] precision enhances the likelihood of approximating a ‘crucial’ observa-
tion or experiment” (1957:97-99).

7. For discussions of ‘exogenous variables” or “contingencies lying out-

side a given context,” see Blalock (1968:48ff) and Bohm (1961:20-25, 141-143,
158).
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But on the other hand, no matter how stubbornly theories

resist change, they also and simultaneously encourage their

own exposure to change-inducing external factors. Because uni-

versality and unequivocality is claimed for theories, they are

presumed applicable to new contexts and with new techniques.

It is precisely here, in such new applications, that new exoge-

nous variables and new measurement errors are encountered,

with resulting new opportunities for empirical discoveries and

technical inventions that can bring about change in theory.

Proposition Arrangement and Theories

When propositions having these qualities of abstraction and

idealization are arranged into a logical deductive system or a

causal concatenation (discussed in Chapter 6,)the resulting

structure is termed a “theory.” From this structure two conse-

quences flow: (1) theories can exp/ain known empirical gener-

alizations; and (2) theories can predict empirical

generalizations that are still unknown. In other words, when

the set of propositions that are yielded by conceptual transfor-

mation of known empirical generalizations are arranged in a

specifiable form — especially a deductive form — then not only

can the original empirical generalizations be explained but also

new and untested empirical generalizations can be predicted or

hypothesized.*

Such are the basic functions of theory within the scientific

process in general. Because of these functions, theories are also

8. Braithwaite defines “the hypothetico-deductive method” as that of

deducing the hypothesis in question from higher-level hypotheses which have

themselves been inductively established (1960:261). And Nagel says, ““Expla-

nation of already established experimental laws is [one] function theories are

expected to perform. Another role played by theories which differentiates

them from experimental laws is to provide suggestions for fresh experimental

laws” (1961:89-90). See also Greer (1969:123) and Dubin (1969:10-25, ,03),

although Dubin prefers “understanding” to “explanation.” On the latter two

terms, see Kaplan (1964:335).
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directly relevant to particular empirical researches at two

points in their developmental histories: theories specify the fac-
tors one should be able to measure before doing empirical

research: and after the research is done, theories serve as com-

mon languages into which the findings (that is, the empirical

generalizations) of many researches may be translated for pur-

poses of test, comparison, and logical integration. These appear

to be the two closely related functions of theory that Merton

and Homans, respectively, have in mind. Merton stresses the

preresearch function: ““Concepts [the elements that are inter-

related in a theory] constitute the definitions (or prescriptions)

of what is to be observed; they are the variables between which

empirical relationships are to be sought” (1957:89). Homans

stresses the postresearch function by quoting Willard Gibbs’

statement: “It is the office of theoretical investigation to give the

form in which the results of experiment may be expressed”

(1950:441). Zetterberg also takes note of these two functions of

theory: ‘“‘A theory can be used to locate the most strategic or

manageable propositions for testing” (1963:77), and “A theory

can be used to provide the most parsimonious summary of

actual or anticipated research findings” (1963:75).° Theories

thus face the past as well as the future of a science by summariz-

ing the information the science has already systematized and by

guiding its efforts to systematize still more. Hempel offers this

summary image:

A scientific theory might therefore be likened to a complex spatial

network: Its terms are represented by the knots, while the threads

connecting the latter correspond, in part, to the definitions and, in

part, to the fundamental derivative hypotheses included in the

theory. The whole system floats, as it were, above the plane of

observation and is anchored to it by rules of interpretation. These

9. (See also Kaplan (1964:302.) These are Zetterberg’s first and third

“virtues” of theorizing. His second (“A theory can be used to coordinate

research. .. .”’) and fourth (“A theory provides a limited area in which to test

false propositions. . . .”) seem to be elaborations on the first.
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might be viewed as strings which are not part of the network but

link certain points of the latter with specific places in the plane of

observation. By virtue of those interpretive connections, the net-

work can function as a scientific theory: From certain observational

data, we may ascend, via an interpretive string, to some point in the

theoretical network, thence proceed, via definitions and hypotheses,

to other points, from which another interpretive string permits a

descent to the plane of observation (1952:36).



Chapter Four

THEORIES

HYPOTHESES



Theories; Logical Deduction;

Hypotheses;

Interpretation, Instrumentation, Scaling,

and Sampling

Theories

Figure 2 indicates that at this point in the scientific process the

construction of theory from observations ends and the applica-

tion of theory to observations begins. Theories are not all

equally applicable to given observations, however, and the ex-

tent to which a given theory provides useful symbolic represen-

tation of observations both actual and possible (and is, in this

sense, applicable to them) seems to depend on at least three

kinds of test comparisons. First, internal comparisons may be

made, whereby some parts of the theory are compared with

other parts in order to test whether the theory is internally

consistent and nontautological. Second, the theory may be

compared with other theories in order to test whether, all other

things being equal, it would be informationally superior to them

by having broader conceptual scope, or higher conceptual ab-

straction, by being more parsimonious, or by having greater

language determinacy, universality, flexibility or abstractness

(see Chapter 6). Third, the theory may be compared with em-

pirical facts by comparing its predictions or low-level hypothe-

ses with appropriate empirical generalizations in order to test

the truth of the theory.

63
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The placement of “hypotheses” in Figure 1 (that is, as

deductive products of theories which are themselves partly the

products of induction) is meant to reflect such opinions as

Feigl’s, who defines “prediction” as a “form of deductive infer-

ence from inductive premises” (1953:418). Note that I use “pre-

diction” synonymously with “hypothesis”’ in this discussion. It

should be understood, however, that what is intended is an

explicitly deductive prediction, rather than simply an ex-

trapolative or interpolative prediction from known empirical

generalizations and laws.! Given this intended meaning,

“hypothesis” is in better accord with current usage in sociology,

where “prediction” almost always refers to observable events

that have not yet occurred, while “hypothesis” refers to obser-

vations that have not yet been made — whether on past, pre-

sent, or future events. It is the latter reference that is intended

here by both terms.’

Logical Deduction and Hypotheses

Evaluating the formal utility of a theory is a relatively easy

task; essentially, one works with a library, paper, pencil, and the

rules of logic. But the substantive truth of a theory is much

more difficult to assess because of the multiplicity and com-

plexity of the procedures that are required. As Figure 1 indi-

cates, the first step is to deduce hypotheses from the theory. The

1. For a brief discussion of predictive studies in sociology, see Lazarsfeld

and Rosenberg 1955:204-205; and for discussion of predicting observations

from empirical generalizations, see Nagel 1961:63 and Dubin 1969:14-18.

2. Regarding the former reference, of “prediction” to future events, Feigl

adds that “The one remarkable feature in which social-science predictions

differ from those in the natural sciences is the well-known fact that once these

predictions have been divulged, their very existence (that is, their being taken

cognizance of) may upset the original prediction” (1953:418). For the classic

discussion of this feature, see Merton on “The Self-Fulfilling Prophecy”

(1957:421-436). In an extension of this idea to life in general, Bohm says, “A

fundamental property of life is that the very processes that are necessary for

its existence will change it” (1961:152).
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crucial importance of low-level hypotheses to testing the truth

of theories 1s expressed by Braithwaite:

Taking all the highest-level hypotheses of a scientific system

together, the grounds for believing them are no more and no less

than the fact that the lowest-level hypotheses deduced from them

are confirmed by experience (1960:352).

In Popper’s terms:

Certain singular statements — which we may call “predictions” —

are deduced from the theory, especially predictions that are easily

testable or applicable... . Next we seek a decision as regards these

(and other) derived statements by comparing them with the results

of practical applications and experiments. If this decision is posi-

tive, that is, if the singular conclusions turn out to be acceptable,

or verified, then the theory has for the time being, passed its test:

we have found no reason to discard it. But if the decision is nega-

tive, or in other words, if the conclusions have been falsified, then

their falsification also falsifies the theory from which they were

logically deduced (1961:33).

Thus, from a theory claiming that:

(1) An increase in the number of associates per member will pro-

duce an increase in the division of labor;

(2) An increase in the division of labor will produce an increase in

solidarity;

(3) An increase in solidarity will produce an increase in consensus;

(4) An increase in solidarity will produce a decrease in the number

of rejections of deviants (Blalock, 1969:19).

one could deduce that:

(5) An increase in the number of associates per member will pro-

duce a decrease in the number of rejections of deviants; and

(6) An increase in consensus will be associated with a decrease in

number of rejections of deviants.*

3. These deductions assume that the minimum requirements suggested

by Costner and Leik have been met, specifically including the assumption of
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Assuming that a given theory is internally no less consistent

and nontautological than other comparable theories, and that

it is not informationally inferior to them, the extent to which

its deduced hypotheses accord with pertinent empirical general-

izations will determine, ideally, its scientific acceptance.

Interpretation

However, as Nagel points out, theoretically deduced predic-

tions or hypotheses do not lead immediately and unambigu-

ously to observations:

If [a] theory is to be used as an instrument of explanation and

prediction, it must somehow be linked with observable materials.

The indispensability of such linkages has been repeatedly

stressed in recent literature, and a variety of labels have been coined

for them: coordinating definitions, operational definitions, semanti-

cal rules, correspondence rules, epistemic correlations, and rules of

interpretation (1961:93).

In short, observable indicators must be identified for at least

some of the abstract concepts contained in a theory before the

hypothetical predictions of a theory (and, by inference, the

theory itself) can be tested.* Zetterberg offers an illustration

from sociology:

Suppose that we are interested in the verification of the hypothesis:

The greater the division of labor is in a society, the less the rejection

of deviates in the same society. For its verification we first need to

interpret the nominal definitions of an hypothesis into terms more

acceptable for research. We may, for example, select the number of

occupations to stand for the division of labor. And we may select

the proportion of laws requiring the death penalty, deportation and

“a ‘closed system, i.e., there is no ‘connection’ (causal or ‘spurious’)

between the variables in the postulates except those stated or implied in the

postulates” (1964:831). Further, it is assumed that none of the variables have

“critical” or “threshold” values that limit their effects on other variables.

4. Hempel says “An adequate empirical interpretation turns a theoreti-

cal system into a testable theory: The hypotheses whose constituent terms

have been interpreted become capable of test by reference to observable
phenomena” (1952:35),



Interpretation 67

long prison terms (but not fines) to stand for the degree of rejection

of deviates from society norms. These interpretations of the nomi-

nal definitions we term operational definitions. Operational we call

the definitions that refer to measurements or enumerations (1954:

29 ~ 30).5

In general, the process of interpreting a theoretic hypothesis

(and thereby restating that hypothesis in empirically testable

form) follows the reverse of the “concept formation” proce-

dures discussed above. Thus, instead of naming observables and

theoretic constructs, as in concept formation, one interprets

hypotheses by specifying observables and metrics to which the

concepts contained in these hypotheses are taken to refer.

In discussing the problem of interpretation, Blalock stresses

that the distance between ‘“‘main or general” theories (cast in

the “theoretical language in which we do our thinking”) and

“auxiliary” theories (cast in “operational language involving

explicit instructions for classifying or measuring’’) cannot be

closed by logic alone. “instead, a correspondence between two

concepts, one in each language, must be established by common

agreement or a priori assumption” (1968:23-24; see also Bla-

lock 1969: 151-154). Because of this unavoidably conventional,

rather than logical or empirical, quality that inheres in the

process whereby theoretic propostions are interpreted, Blalock

argues that “‘no deductively formulated theory or any proposi-

5. Zetterberg also notes that one result of interpreting a theoretic

hypothesis is a “working hypothesis. This is the hypothesis we subject to

empirical test” (1954:31). It is at this point that the questions of validity and

reliability come to the fore: “If the operational definitions have perfect relia-

bility and validity, then, and only then, the working hypothesis 1s identical

with the original hypothesis” (1954:31). See also his fuller discussion of these

questions (1964:42-52). Dubin refers to an interpreted theoretic proposition

as simply “an hypothesis” (1969:212-215). See also Dubin’s discussions of

operationism and reliability, and of validity (185-188 and 206-210). Kaplan

(1964:88) distinguishes between a “‘working hypothesis” (“‘A belief pertaining

to the course of inquiry but not necessarily pertaining to its ultimate destina-

tion”) and a “test hypothesis” (“This is what we think may very well be the

truth of the matter, and we then organize the inquiry so as to facilitate the

decision on whether the conjecture is correct.”) I follow Kaplan’s usage here.
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tions in that theory are ever directly testable” (1968:11). It is

thus only by common consent among scientists (with all the

familiar sociological influences to which that consent must be

subject) that any given “auxiliary” theory comes to be accepted

as a legitimate interpretation of any given “main” theory.

But once an interpretation is put forward in a given research,

the resultant “test” hypothesis (or “auxiliary theory’’) must be

instrumented, and a measurement scale and sampling proce-

dure must be applied to it. To use Zetterberg’s illustration

regarding the division of labor and the rejection of deviates, this

means that the researcher may decide to make observations on

“the number of occupations” and, say, “the proportion of laws

requiring the death penalty, deportation, and long prison

terms” by interviewing or by mailing questionnaires to or read-

ing the publications of persons designated as competent judges

(for example, census officials and officials in the legal system);

or by directly observing social actors as they fill their occupa-

tional and legal roles in the field; or by setting up an experimen-

tal situation in which he rigorously controls the occupations

and laws to which his subjects can respond; or by devising a

simulation in which occupations and laws are represented by

electrical inputs into a computer;® or in any number of other

ways. Each way will involve its own distinctive set of observa-

tional instruments, scales, and sampling techniques. Let us

briefly consider each of these.

Instrumentation

The instruments whereby observations are made are divisi-

ble into two general classes involving (1) human sensory organs

unaugmented by technologies other than skill; and (2) techno-

logically augmented sensory organs. To illustrate: the tech-

6. See Zetterberg (1963:78-82) for a discussion of “allegories” and other

simulations.
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nique called “participant observation” relies primarily on the

first class of instruments (that is, unaided but well-trained eyes,

ears, nose, etc., although they may be minimally augmented by

collecting artifacts, taking notes, photographs, tape recordings,

and the like). On the other hand, in the technique called “social

survey,” technological augmentation of direct sensory percep-

tion is central insofar as primary observational reliance falls on

the paper-and-pencil questionnaire or interview schedule.

Technological augmentation of the senses seems to be a

general trend in all sciences as we seek, more and more, to make

observations on phenomena that are not immediately available

to an observer’s senses (for example, gravitational and electro-

magnetic fields, values, attitudes) and to raise the precision of

all our observations. The price that is paid for this additional

scope and precision is chiefly in the additional observational

error introduced by the unavoidable indirectness of technologi-

cally augmented observation. For example, light passes through

manufactured lenses (and often onto a photographic plate, etc.)

before reaching the astronomer’s eye; and a respondent’s age or

occupation or attitude passes through his own and the inter-

viewer's sometimes-censoring (or simply mistaken) conscious-

ness and often hard-to-read writing or hard-to-understand tape

recording before reaching the survey analyst’s eye or ear. Thus,

although one can see “farther” with a telescope than with the

naked eye, and one can collect more information more quickly

from a questionnaire than from direct observation of a respon-

dent, the images projected by telescope and questionnaire may

be more distorted (and are certainly differently distorted) than

those built up by unaugmented observation.

Scaling

Whether the observational instruments are technologically

augmented or not, they all seem to comprise both a mechanism
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for receiving signals (such as, light, sound, verbal and nonverbal

gestures) and a scale against which the signals or their symbolic

representations (for example, a pointer on a dial, an “X” in a

box) may be compared for purposes of measurement. As in-

dicated earlier, a “‘scale’” is a set of abstract symbols that can

be systematically attached to concrete observations thereby

“measuring” the observations. The range of symbols that can

constitute a scale is limitless: the names of two or more colors

is a scale, the signs of the zodiac is a scale, “‘yes-no”’ is a scale.

As Nagel points out: “A numerical evaluation of things is only

one way of making evaluations of certain selected characters,

although it is so far the best’’ 7 (1960:122). “ ‘This is the missing

book,’ or ‘He had a good sleep,’ or “The cake is too

sweet,’ are judgments making no explicit reference to number.

From this larger point of view, measurement can be regarded

as the delimitation and fixation of our ideas of things, so that

the determination of what it is to be a man or to be a circle is

a case of measurement” (1960:121).

More generally, Wartofsky points out that:

Once concept formation and language attain to the ideas of thing

and same and different, discourse already exhibits the notion of

class as an ordering concept .... Here measurement already has

its roots, in the process of identification, comparison, and classifica-

tion .... The refinement of these basic measurement concepts is

one of the greatest of human achievements, often providing the

7. Kaplan’s view is somewhat narrower: “Measurement, in most general

terms, can be regarded as the assignment of numbers to objects (or events or

situations) in accord with some rule” (1964:177). But he also speaks of

measurement as “the mapping of objects into an abstract space”’ and notes

that “the space into which objects are mapped need not consist of numbers.

Generally speaking, it would be more accurate to say that what is assigned

to each object is a numeral rather than a number. The rule of assignment

determines certain relationships among the numerals, and it is this pattern of

relationships which constitutes the abstract space” (1964:177-178).
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instrumentalities for technological change and social transforma-

tion (1968:153,154).

Four general types of scales have been described by Stevens

(1946), whose discussion may be summarized as follows.® Ste-

vens bases his description on the claim that “Scales are possible

in the first place and because there is a certain isomorphism

between what we can do with the aspects of objects and the

properties of the numeral series” (1946:142). It follows that

“what we can do with the aspects of objects” limits the type of

scale that can be employed. Thus, if we can determine only
whether the relevant aspects of objects are the same or different

(equality-inequality), then the only legitimate type of scale is

“nominal.” The legitimate manipulations (in Stevens’ terms,

the “permissible statistics”) with such a scale are, in turn, lim-

ited to computing the number of cases, the mode, and contin-

gency correlations. In sociological research, nominal scales are

represented, for example, by codes for the race, sex, and politi-

cal preference of respondent, and for such aspects of groups as

are referred to in Bales’ interaction process categories (1950)

Now, if in addition to equality-inequality, we can make deter-

minations of greater-or-less-than between aspects of objects,

then the appropriate type of scale is “ordinal.” Here the permis-

sible statistics include all those for nominal scales plus the

median and percentiles. Ordinal scales are represented, for ex-

ample, by some scales for social class (when the determinable

difference between classes are of the “upper,” “middle,”

“lower” type) and attitudes (when the determinable differences

are of the “approve-disapprove”’ type).

Further, if in addition to greater-or-less-than, we can deter-

mine equality-inequality in the differences or intervals between

the aspects of objects, then the appropriate type of scale is

“interval.” The permissible statistics for such a scale include all

8. See also Kaplan (1964:191-198), and Wartofsky (1968:153-172).
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those previously mentioned, plus the mean standard deviation,

rank-order correlation, and product-moment correlation. In-

terval scales are represented, for example, by some scales for
social class (when the determinable differences between such

aspects are of the type described in Duncan [1961]), attitudes

(under such manipulations as are indicated in Guttman scaling

[1950]), and many collective measures, such as average group

income.

Finally, if in addition to all of the preceding determinations,

we can also determine equality-inequality in the ratios of as-

pects of objects, then the appropriate type of scale is “‘ratio.”
Of ratio scales, Stevens Says:

Once such a scale is erected, its numerical values can be trans-

formed (as from inches to feet) only by multiplying each value by

a constant. An absolute zero is always implied, even though the

zero value on some scales (e.g., Absolute Temperature) may never

be produced. All types of statistical measures are applicable to ratio

scales, and only with these scales may we properly indulge in

logarithmic transformations such as are involved in the use of

decibels.

Foremost among the ratio scales is the scale of number itself —

cardinal number — the scale we use when we count such things as

eggs, pennies, and apples. This scale of the numerosity of aggregates

is so basic and so common that it is ordinarily not even mentioned

in discussions of measurement (1946:147).

Thus, ratio scales are employed in measuring such sociologi-

cally relevant aspects as size of population, number of births,

number of deaths, annual income, age, and the like.

Within the range provided by these four general types of

scales, there exists a host of systematic, conventionalized, and

near-universal techniques for transforming observations into

empirical generalizations. One can select a scale that already

exists Or construct a new one, and a major part of a scientist’s

training stresses the procedures for doing both.

9. Note that the scale one uses to measure a given observation seems to
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Sampling

Finally, in addition to specifying observable indicators of

abstract concepts (interpretation), devising or selecting appro-

priate instruments with which these indicators are to be ob-

served, and devising or selecting a scale for measuring the

observations, the investigator must make certain decisions re-

garding the sample of observables on which observations are to

be made." That is, the researcher must define the population to

which he wishes to apply his anticipated empirical generaliza-

tions (for example, in studying the division of labor in society,

should the “society” in question be U.S. or Haitian society? In

the eighteenth century or the twentieth century?). He must then

decide whether to make observations on a representative or a

purposive sample of observable occupations and laws in that

society; and he must decide how to draw this sample.

From what has just been said, it should be clear that the

methodological controls of interpretation, instrumentation,

scaling, and sampling are oriented not only to the making of

observations, but also to the next methodological steps (mea-

surement, sample summarization, and parameter estimation)

and the next information component (empirical generaliza-

tions) in the scientific process. Thus, the trained investigator

anticipates and prepares for his measurement procedures

through his interpretation, instrumentation, and scaling proce-

dures; and in the same way, he anticipates and prepares for his

depend on the design of one’s research (that is, on the hypothesis being tested,

available instrumentation and hypothesis-testing techniques, etc.) rather than

on any intrinsic characteristics of the observable itself. For example, the

colors of visible light may be measured by their names (nominal scale) or by

their wave lengths (ratio scale); occupational prestige may be measured by a

“high-medium-low” ordinal scale or by the Hatt-North (1947) interval scale,

etc. See the suggestion to this general effect, even at the level of wave-particle

duality in physics, in Bohm (1961:138). For an apparently opposing view, see

Dubin (1969:35).

10. See Lazerwitz (1968) for a discussion of the logic and procedures of

sampling.
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sample summarization and parameter estimation procedures

through his sampling procedures. Such anticipation and prepa-

ration is largely what is meant by good research design.
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Tests of Hypotheses

At this point, in terms of Figure 1, we have come again to

“observations”; and the comments made above, on observa-

tions, empirical generalizations, and their respective methodo-

logical controls, apply once again. Consequently, let us assume

that new findings (that is, new empirical generalizations),

whose form has been constructed to correspond logically to a

given theoretically-deduced hypothesis, have been generated.

Two further steps are now taken: (1) the finding is compared

with the hypothesis! and a decision is made on whether the “fit”

of the latter to the former is satisfactory; and (2) that fit or lack

of fit is inferred (induced) as confirmation or falsification (in-

cluding modification) of the theory from which the hypothesis

was deduced. Thus, Popper argues: “What ultimately decides

the fate of a theory is the result of a test” (1961:109). “The

1. Zetterberg defines “the verification enterprise” as “a comparison of

two broad classes of sentences, those in a theory and those about indicators

and data” (1963:36). See Zetterberg (1963:37-42, 56-82) for an account of the

test procedure. See Popper (1961:68-92) for a discussion of falsification as the

basic test procedure. See Kaplan (1964:37) for a brief comparison of verifica-

tion and falsification, and for a summary of Reichenbach’s three kinds of tests:

technical, physical, and logical.

77
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testing of a theory depends upon basic statements whose accep-

tance or rejection, in its turn, depends upon our decisions. Thus

it is decisions which settle the fate of theories” (1961:108).
It is important to point out, however, that hypotheses vary

widely in the extent to which they can be tested, both in princi-

ple and in practice. A hypothesis is testable in principle if it

predicts that at least one logically possible empirical generaliza-

tion will not be found to be true in fact; and the more such

predictions it makes or implies, the more readily testable it is.

In other words, a hypothesis is highly testable in principle when

t can be shown to be false by any of a large number of logically

possible empirical findings and when only one or a few such

findings can confirm it. For a simple example, the hypothesis

that “all human groups are either stratified or not Stratified” is

untestable in principle because it does not rule out any logically

possible empirical findings. The hypothesis that “‘all human

groups are Stratified,” however, is testable because it asserts

that the discovery of an unstratified human group, though logi-

cally possible, will not in fact occur. Further, the hypothesis

that “all human groups are stratified according to prestige

rank” is still more testable, since it rules out and can be falsified

by even more logically possible findings — that some human

groups are not stratified at all, or that some are stratified but

not according to prestige rank.

Popper graphically describes the falsifiability (in-principle

testability) of hypotheses, and argues that its maximization 1s

essential to the overall progress of a science:

If . . . we represent the class of all possible basic statements by a

circular area, and the possible event by the radii of the circle, then

we can say: At least one radius —or perhaps better, one narrow

sector . . .—must be incompatible with the theory and ruled out

_ by it. One might then represent the potential falsifiers of various

theories by sectors of various widths. . . .

Let us now imagine that we are given a theory, and that . . . the
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basic statements not forbidden by the theory will be represented by

a narrow remaining sector... . A theory like this would obviously

be very easy to falsify, since it allows the empirical world only a

narrow range of possibilities; for it rules out almost all conceivable,

i.e. logically possible, events. It asserts so much about the world of

experience, “its empirical content is so great,” that there is, as it

were, little chance for it to escape falsification.

Now theoretical science aims, precisely, at obtaining theories

which are easily falsifiable in this sense... . If we could be success-

ful in obtaining a theory such as this, then this theory would de-

scribe “‘our particular world” as precisely as a theory can; for it

would single out the world of “our experience” from the class of

all logically possible worlds of experience with the greatest preci-

sion attainable by theoretical science (1961:112-113).

Assuming that a hypothesis is testable in principle, it is testable

in practice if the requisite observations, empirical generaliza-

tions, and tests can actually be made, given the nature of the

phenomena to be investigated, and given a particular available

scientific technology (or, more generally, methods, including

interpretation, instrumentation, sampling, scaling, and meas-

urement techniques).

Blalock has dealt specifically with some testability problems

encountered in sociology, where it is extremely difficult to iso-

late any given system of variables from disturbances originating

outside that system and where hypotheses are therefore often

phrased in very imprecise “tendency” terms. Accordingly, Bla-

lock points out that:

When we state laws in statistical terms, allowing for large amounts

of unexplained variation, it becomes much more difficult to develop

deductive systems. For example, the simple line of reasoning, if 4

then &,if B then C, therefore if A then C becomes translated into |

if A then usually B, if B then usually C, therefore if A then

sometimes C. Such a theory no longer has much predictive value,

unless precise values can be supplied for the probability of B given

A, and so forth (1968:156).
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Blalock argues that an alternative to imprecise statistical laws,

however, is to formulate

_. . deductive theories that apply only to ideal models. But how

would these theories be tested? ... The testing of exactly formulated

deductive theories depends . . . on our being able to approximate

the ideal conditions specified. Laboratory experiments are not

necessary if one can find natural systems that are for all practical

purposes effectively isolated from outside influences. ... Let us

assume that in the foreseeable future sociologists will seldom find

it possible to test theories under any such ideal conditions. It re-

mains possible that the best strategy is to formulate rather precise

deductive theories but to be satisfied with very crude tests of such

theories. Another alternative — which may turn out in many in-

stances to be equivalent to the first—is to construct deductive

theories that allow for unexplained variation. ... But as soon as we

begin to allow for such disturbances, we must make certain simpli-

fying assumptions about how they are related to the other variables.

Otherwise . . . testable predictions cannot be made (1968:157).

And regarding such simplifying assumptions, Blalock notes

that:

.. . the scientist 1s always confronted with the dilemma of how

much to oversimplify reality. On the one hand, simple theories are

easier to construct and evaluate. On the other hand, the more

complex ones may stand a better chance of conforming to reality

(1968:159).

Assuming that this dilemma is at least provisionally resolved

with respect to a given hypothesis and assuming that one is

satisfied with the testability of that hypothesis, both in principle

and in practice, then its actual test can proceed.

Decisions to Accept or Reject Hypotheses

Popper suggests (1961:109-110) that the test procedure is

analogous to trial by jury, wherein the truth or an allegation of

hypothesis is decided according to certain rules of evidence and

procedure, and to sentence by a judge, wherein the fate of the
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actor of whom the allegation is made, or of the theory from

which the hypothesis is deduced, is determined.
In the “trial” phase, the scientist takes into systematic ac-

count (1) the originating theory, its prior support, and the steps

by which the hypothesis in question was deduced (usually sum-

marized in the “statement of the problem” and “review of the

literature” sections of his research report); and (2) the interpre- _

tation, scaling, instrumentation, and sampling steps that were

involved in producing individual observations, and the mea-

surements, sample summarization, and parameter estimation

steps that were involved in producing the relevant empirical

generalizations (usually summarized in the “methods” section).

By systematic criticism of these information components and

methodological controls, prior to performing the actual com-

parison of empirical finding to theoretic hypothesis, the scien-

tist seeks to evaluate the extent to which the two can be

compared. That is, at this point the scientist wishes to know:

How well integrated and well established is the theory? How

carefully deduced is the hypothesis? How inventively, rigor-

ously, and communicably has it been interpreted, scaled, instru-

mented, and directed to a known sample of a specifiable

population? How much in accord with established (or establish-

able) procedures of measurement, sample summarization, and

parameter estimation has been the induction of observations to

empirical generalizations? In short, do the findings provide a

fair test of the hypotheses? If the balance of each answer is

positive, then the next step is the test or comparison itself. Here,

a central problem is to establish an “‘objective”’ (that is, inter-

subjectively agreed-upon-in-advance) measure of whatever fit

may exist between fact and hypotheses, and an “objective” set

of rules for taking that measurement.

Statistical tests provide the most ‘“‘objective,” most rigorous,

and most sensitive rules available for measuring the fit between

hypothesis and finding. For such tests, both the hypothesis and

the finding must be expressed in quantitative form, and this is
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unfortunately not always the case. Without such statistical
tests, however, we are forced back upon authoritarian, or mysti-

cal, or logico-rational, or perhaps aesthetic, appeals.

Logical Inference and Theories

Regardless of how the decision is made about the fit of

hypothesis to finding, however, the next step is judgmental,

inferentially bringing this decision to bear upon the theory from

which the hypothesis was deduced.’ In general, the decision is

judged to (1) ‘lend confirmation to” the theory by not dis-

confirming it; (2) ‘‘modify” the theory by disconfirming it, but

not at a crucial point;? or (3) “overthrow” the theory by dis-

confirming it at a crucial point in its logical structure, in its

history of competition with rival theories.* The alternative that

is inferred, and its degree,5 depends upon the test decision itself

and the importance that is assigned to the results of that test

(in terms of Popper’s analogy, it depends upon the jury’s verdict

and the judge’s sentence). In any event, the theory always sus-

tains some impact from each test of fit between hypothesis and

finding, and in a revised form it may then be used as the source

of a new hypothesis, thus beginning a new cycle in the scientific

process.

It is important to add that each test, as just described,

examines the theoretically deduced hypothesis not m its unique

conceptual form, but in only one of its many possible inter-

99 66

2. See Kaplan (1964:311-322) for discussion of “correspondence,” “‘co-

herence,” and “pragmatic” norms governing the validation of theories.

3. As Merton aptly puts it, “Appropriately investigated, the exception

can improve the rule” (1959:xxxii).

4. See Popper (1961:87), Kuhn (1964:passim ), and Greer (1969:109-25,

esp. 118).

5. Kaplan stresses the relative nature of theory confirmation: “The ac-

ceptability of a theory will in any case be a matter of degree — more or less

weight will be assigned to it, and it will always have a more or less limited

range of justified application” (1964:312).
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preted forms, and at only one of the indefinitely large number

of times and places that it could be tested. Each test of a
hypothesis is, in short, a sample drawn from the universe of

possible tests, and as with any sample, the question of its repre-

sentativeness arises. The manner in which this question is han-

dled typically involves repeated tests of the same hypothesis —

differently interpreted at different times and places, sometimes

by different researchers* — such that the evidence for or against

the deduced conceptual hypothesis ‘accumulates,’ becomes

“persuasive,” and finally is “overwelming.” Obviously different

hypotheses deduced from the same theory will require different

accumulations of tests in order to become fully accepted or fully

rejected, depending on the importance of the hypothesis to the

theory, the amount of support that has already been built up

for the theory and for the hypothesis itself, etc.’

In almost all cases, however, several tests of a given hypothe-

sis are required. Ordinarily, once a theory has been formulated

to cover a given substantive area, research on it proceeds as just

outlined; that is, through comparing deduced hypotheses with

empirical generalizations designed to test them, and then incor-

porating the results of each test into the theory. But Merton has

pointed out that research on one theoretically derived hypothe-

6. One kind of error (“response error’) in empirical generalizations

springs from the variability that inheres in the observables themselves. We

seek to minimize this error by improving interpretative, sampling, measure-

ment, and other related procedures. But a second kind of error (“‘observer

error’) springs from variability in researchers’ applications of scientific meth-

ods. The argument that studies should be replicated, especially by different

researchers, seems to address this second kind of error.

7. See Stinchcombe (1968:18-20) for a similar discussion of “multiple

tests of theories” in which Durkheim’s Suicide is used as an illustration.

Blalock also discusses the desirability of overidentifying a mathematized

hypothesis: When we “have more empirical information than necessary to

estimate the coefficients, (then) the equations in question would be said to be

‘overidentified.’ A highly overidentified system that has successfully resisted

elimination by implying numerous correct predictions can therefore be con-

sidered more adequately tested than one that is just barely overidentified”

(1969:68, 69). See also Webb, et al (1966:3-5).
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sis sometimes yields empirical generalizations that are relevant

to a quite different hypothesis or theory. Merton discusses this

occurrence:

Fruitful empirical research not only tests theoretically derived hy-

potheses; it also originates new hypotheses. This might be termed

the “serendipity” component of research, 1.e., the discovery, by

chance or sagacity, of valid results which were not sought for.

The serendipity pattern refers to the fairly common experience

of observing an unanticipated, anomalous and strategic datum

which becomes the occasion for developing a new theory or for

extending a different theory (1957:103, 104).

It would appear that in this description Merton is referring to

the eventuality — indicated in Figure 1 by the direct transfor-

mation of “empirical generalizations” into “theories” — that

such generalizations, although deliberately constructed for pur-

poses of testing hypotheses previously deduced from a theory,

can sometimes lead more directly, and unexpectedly, to new

theoretical statements.

But the concept “serendipity” may usefully be extended

literally to include a// research “results’” — that is, more than

observing a datum that occasions a new theory — and it may

also be given greater specificity by distinguishing various kinds

of serendipity. Figure 1, together with my earlier comments

regarding the indispensable role of trials (both imaginary and

actual) in the scientific process, seems to suggest two principles

for accomplishing this extension and specification. Thus, it may

be assumed that: (1) each of the several information compo-

nents, methodological controls, and information transforma-

tions constitute a point at which “‘valid results which were not

sought for” can appear; and (2) each trial — whether imaginary

or actual — constitutes an occasion for such appearance. The

social causes and social consequences that (1) differentiate the

appearance of serendipity at one point in the scientific process

from its appearance at another point, and that (2) differentiate
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serendipity during one trial from its appear-

r trial, would seem potentially fruitful areas
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for investigation.
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Theories

Having briefly discussed some relationships among the ele-

ments shown in Figure 1, let us return for a closer look at

theories! in particular, since they constitute the most inclusive

information component of the scientific process and since it

may be argued that theorizing has an especially human quality:

Whether or not theory formation is the most important and distinc-

tive scientific activity, in one sense of the term “theory” this activity

might well be regarded as the most important and distinctive for

human beings. In this sense it stands for the symbolic dimension

of experience, as opposed to the apprehension of brute fact . . . to

engage in theorizing means not just to learn by experience but to

take thought about what is there to be learned (Kaplan 1964:294).

I propose here to examine the structure of theories, and then

to discuss various explanatory-predictive strategies that, by vir-

1. The difference between a theory and a model may be mentioned in

passing, as summed up by Kaplan: “In general, we learn something about the

subject-matter from the theory, but not by investigating properties of the

theory (as we would with a model). The theory states that the subject-matter

has a certain structure, but the theory does not therefore necessarily exhibit

that structure in itself (as does a model)” (1964:264-265). See Braithwaite

(1960:esp. 90-93), and Wartofsky (1968:143-146, and 280-287) for similar
views. The term “theory,” as used throughout the present essay, includes what

is sometimes referred to as “theory-sketch.”
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tue of this structure, are open to the theoretically oriented

scientist. Following that, I will discuss some dimensions in

which the phenomenal referents of theories may vary, and some

ways that the concepts or terms of theories may vary.

The Structure of Theories

As indicated above, theories have two functions in the scien-

tific process: they exp/ain empirical generalizations that are

already known (that is, they summarize the past of a science),

and they predict empirical generalizations that are still un-

known (that is, they guide the future of a science). And not only

do confirmed predictions increase our confidence in theoretic

explanations,” but the reverse is also true: satisfactory explana-

tions increase our confidence in theoretic predictions. Thus

each builds confidence in the other and the two together build

confidence in the theory itself.

This interaction between the past and future implications of

theories seems directly to serve the paramount goal of all

science: to identify Necessity in nature. That is, in the sciences

we want to know not only how things “have worked” in the

past, not only how things “will work” in the future, but

both? — and more than that, we want to know both in one

statement. In short, we want to know how things “‘ must work,”

since only an expression of Necessity‘ can give the single, united

2. Sheffler notes that “making predictions is part of one way of confirm-

ing the existence of explanations” (1960:280), but argues for the equal central-

ity of both in science.

3. Reference to the “present” is omitted, since the infinitesmally small

instant to which it ultimately refers may be considered either part of the

“past” or the “future,” depending on one’s chief interest.

4. Bohm notes that we interpret “the constancy of certain relationships

inside a wide variety of transformations and changes” as “signifying that such

relationships are necessary, in the sense that they could not be otherwise,

because they are inherent and essential aspects of what things are” (1961:1).

Wartofsky says, still more strongly, “The claim we tend to make for a law

of nature is that it holds independently of whether anyone knows it or not,
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image of past and future that we seek. For a sociological exam-
ple, we do not want only to understand social stratification in

ancient societies, nor do we want only to understand it in

present or only in future societies. Rather, we want to under-

stand social stratification as such, wherever and whenever it

might appear.

Certainly, it is no inconsiderable task to understand past

phenomena alone or future phenomena alone; but if one pur-

sues each understanding separately, the result is likely to be two

quite different understandings: the past, understood “‘on its own

terms,” and the future, understood “‘on its own terms.” The

task is magnified enormously when, in the sciences, we insist on

possessing both in one understanding. The task is so magnified,

indeed, as to become literally impossible because apparently it

is not given to man to know the future in the sense that we can

know the past; we can only guess (predict) the future. Any

newly discovered fact may nullify our prediction, thus reducing

the scope of our understanding to the past alone (at best), and

thereby nullifying the presumption that we understand Neces-

sity in the world.

Nevertheless, in full recognition of the impossibility of suc-

cess, we irresistibly pursue the understanding of Necessity,

chiefly through the past-future, explanatory-predictive refer-

ences of theory. Through this double reference, we continually

and simultaneously ask the two-fold approximation to the

Necessity question: Will what we have discovered to be true of

the past continue to be true of the future? Will what we discover

to be true of the future turn out to have been true also of the

past?

and even independently of whether it is possible to know it... . We might

say, even if there never was a falling body, and never will be, in fact; still, if

there were, it would fall in accordance with Galileo’s law . . .”” (1968:251).

In the same vein, Kaplan refers to a theory as “more than a synopsis of the

moves that have been played in the game of nature, it also sets forth some

idea of the rules of the game by which the moves become intelligible” (1964:-

302). See also Quine (1967).
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If this simultaneously backward and forward reach of theory

may be considered the primary manifestation of the way science

pursues Necessity, two general rules for the internal structuring

of theory seem to serve as the primary instruments of this

pursuit: the rules of logical deduction, and the rules of causality

(including, in the latter, the rules of chance).5 By this I mean

that, for brief example, we tend to accept as true the statement

that ‘‘Socrates is mortal” (Socrates will die) if: (1) it 1s a logical

deduction from previously accepted premises, such as, “All

men are mortal” and “Socrates is a man’’; or (2) it expresses a

causal result of convergent antecedents, such as the develop-

ment of political relationships between Socrates and the court

of Athens, and of metabolic relationships within Socrates’

body.® Perhaps we accept the two kinds of statements on differ-

5. I shall not attempt to define causality here, except to say that I prefer

definitions that involve notions of regular, asymmetrical action at a vanishing

distance in time and space, as in Feigl (1953:408-418), Braithwaite (1960:-

308-311) and Nagel (1961:74). The inadequacy of causality rules to express

modern physics theories, especially regarding elementary particles, must be

acknowledged. However, in theories of more macrophenomena, the rules of

causality still seem powerful means for seeking Necessity in nature. For a

discussion of the place of chance, as well as causality, in scientific theory, see

Bohm: “The processes taking place in nature have been found to satisfy laws

that are more general than those of causality. For these processes may also

satisfy laws of chance... , and also laws which deal with the relationships

between causality and chance” (1961:3, see also 20-32, 140-143). In one

interpretation (which I prefer), ““chance”’ refers not to the absolute absence

of causation, but to the presence of many small, unknown causes, such as may

be said to determine whether a given fair coin lands with its head or tail

uppermost on a given toss. For a discussion of several meanings of “‘chance”

(including this one), see Nagel (1961:324-335); and for a discussion of ran-

domness, see Stinchcombe (1968: 23-24).

6. It should be noted that Nagel holds that “‘not all laws of nature are

causal,”’ and discusses five other (including subtypes) “‘types of laws that are

used as explanatory premises in various sciences” (1961:75-78). However, I

believe it may be argued that all such types of laws, even though they do not

themselves specify causation, are explainable by (because deducible from)

causal laws and therefore could be reformulated in causal (although more

cumbersome) terms. That the former laws are not expressed in causal terms
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ent intuitive bases: logical deduction seems to answer “why” a

given phenomenon exists (it ““follows’’), while causality answers
“how” it exists (it “results”. But in any case, the strong, cultur-

ally engendered feeling that we can “understand” something

when the rules of logic or causality are adhered to in statements

purporting to explain it may account for the internal structure

of scientific theories. That is, scientific theories may be de-

scribed as sets of propositions organized into logical deductive

systems and into causal systems, depending on whether, and at

what points, they rely for the imputation of Necessity chiefly

on the rules of logic or of causality.

Kaplan distinguishes two types of theory that seem to corre-

spond to this scientific reliance on the rules of logic and of

causality as two prime aspects of the internal structure of theo-

ries. He calls one structure “hierarchical” or “deductive,” ap-

parently because the connection between the explanans (the set

of statements that explain) and the explanandum (the state-

ments describing the thing that is to be explained) is a logically

deductive one:

A hierarchical theory is one whose component laws are presented

as deductions from a small set of basic principles. A law is explained

by the demonstration that it is a logical consequence of these princi-

ples, and a fact that explained when it is shown to follow from these

together with certain initial conditions (1964:298).

seems therefore to be a matter of notation and style rather than substance.

Thus, it would appear that laws stating “‘an invariable concomitance of deter-

minate properties in every object that is of a certain kind” (Nagel 1961:75-76)

— for example, the concomitance of density and hardness in minerals — and

laws that state a “functional dependence (in the mathematical sense of

‘function’) between two or more variable magnitudes associated with stated

properties or processes” (Nagel 1961:77) — for example, the dependence of

pressure, temperature and volume in gases — now are deducible from, and

formulable in terms of, statistical causal laws at the molecular and atomic

level.
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The examples Kaplan gives of hierarchical theory are the the-

ory of relativity in physics, Mendelian genetic theory, and

Keynesian economic theory. Kaplan calls a second structure

(more familiar in sociology) “concatenated” or “‘patterned”’:

A concatenated theory is one whose component laws enter into a

network of relations so as to constitute an identifiable configuration

or pattern. Most typically, they converge on some central point,

each specifying one of the factors which plays a part in the phe-

nomenon which the theory is to explain (it has therefore been called

a theory of the “factor type,” as contrasted with the “law

type” ....) This is especially likely to be true of a theory consisting

of tendency statements, which attain closure only in their joint

application (1964:298).

The examples given of concatenated theories are the “big bang”

theory in cosmology, the theory of biological evolution, and the

psychoanalytic theory of neuroses. In such theories, it would

seem that the connection between the explanandum or “‘central

point” and the explanans or “component laws” is more likely

to be causal’ than deductive.

Zetterberg lends more detail to this basic structural di-

chotomy by listing six “currently used formats” for ordering

sociological propositions; they are: inventory of determinants,

inventory of results, chain pattern of propositions, matrixes of

propositions, axiomatic format with definitional reduction, and

axiomatic format with propositional reduction (1963:26-34).® It

would appear that the first four formats are ways that a causally

structured theory (or, in Kaplan’s terms, a concatenated the-

7. Kaplan indicates that the connection in the “pattern model” of expla-

nation “may be of various different sorts: causal, purposive, mathematical,

and perhaps other basic types” (1964:334), but it may be argued that “‘pur-

pose” is a variety of “cause,” and that all of the examples he gives of con-

catenated theories express causal relations, even though these are now highly

mathematized in the case of the “big bang” theory in cosmology.

8. See Blalock (1969:35-47) for further discussion of the first three of

these.
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ory) may be presented, while the last two formats are ways that

a logically structured theory (or, in Kaplan’s terms, a hierarch-

ical theory) may be presented.°

Kaplan emphasizes that the two types of theory do not

constitute “two kinds of explanation .. . but .. . two different

reconstructions of explanation (different at least in formulation

if not in substance), and . . . both may serve a useful purpose

in methodology” (1964:332-333). In simplest form, Kaplan

argues that ultimately there is but one kind of explanation:

deductive. Thus, although the concatenated or pattern model

theory serves most usefully during the early stages of theory

formation, even then it must be reducible to the hierarchical or

deductive model that is characteristic of more mature theories:

‘Fitting something into a pattern has explanatory force insofar

as thereby we are enabled to show how what is being explained

can be deduced from more general considerations” (1964:338).

That is, the hypothesis that something fits into a given place in

a given pattern is a deductive one, as is the higher-order

hypothesis that the pattern itself fits into some larger pattern.

Hempel presents a similar argument, identifying causal expla-

nation as a special and often inferior case of deductive explana-

tion. First, he defines “explanation”:

We divide an explanation into two major constituents, the ex-

planandum and the explanans. By the explanandum, we understand

the sentence describing the phenomenon to be explained (not that

phenomenon itself); by the explanans the class of those sentences

which are adduced to account for the phenomenon ... . [the]

explanans falls into two subclasses; one of these contains certain

sentences C,, C,,...,C, which state specific antecedent condi-

tions; the other is a set of sentences L,, L,,..., L, which represent

general laws (1965:247).

9. The same underlying distinction between logically and causally struc-

tured theories may also pley a part in Glaser’s and Strauss’ contrast between

“logico-deductive theory” and “grounded theory” (1967).
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Hempel then describes “deductive-nomological explanation, or
D-N explanation for short” as showing that: “Given the par-

ticular circumstances (conditions, in the preceding quotation)

and the laws in question, the occurrence of the phenomenon

was to be expected; and it is in this sense that the explanation

enables us to understand why the phenomenon occurred. In a

D-N explanation, then, the explanandum is a logical conse-

quence of the explanans”’ (1965:337). Now consider causal ex-

planation:

In the context of explanation, a “cause’’ must be allowed to be a

more or less complex set of circumstances and events, which might

be described by a set of statements C,, C,,..., C,.... Thus the

causal explanation implicitly claims that there are general laws —

let us say, L,, L,,...,£,—in virtue of which the occurrence of

the causal antecedents mentioned in C,, C,,..., C, is a sufficient

condition for the occurrence of the explanandum event... . causal

explanation is, at least implicitly, deductive-nomological (1965:-

348-49).

Thus, at this point!” Hempel seems to identify as “causal’’ an

explanation that makes explicit reference to the first subclass of

the explanans (antecedent conditions) while making only im-

plicit reference to the second subclass (general laws). But when

an explanation makes equally explicit reference to both sub-

classes of its explanans, 1t becomes for Hempel “‘a truly general

law” (1965:348), and presumably, deductive-nomological

rather than merely causal.

Hempel has also distinguished “statistical explanation”

(especially familiar to sociologists, and discussed by Costner

and Leik [1964] and Blalock [1968:155-159]) from strictly ‘“de-

10. In the same discussion, Hempel also suggests that causal explanations

may leave “the relevant antecedent conditions (as well as) the requisite ex-

planatory laws indefinite” (1965:349). But it would seem that an explanation

whose explanans is wholly indefinite (and equally so in both of its subclasses)

can be neither an explanation nor even a “sketch” for one.
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ductive-nomological’’ explanation, while stressing the common

qualities of both:

Explanation based on . . . probabilistic laws I will call probabilistic

explanations. Because of the statistical character of the laws it

invokes, a probabilistic explanation shows only that, in view of the

specified laws and particular circumstances, the phenomenon to be

explained was to be expected with more or less high probability:

whereas a deductive explanation shows that, given the truth of the

explanatory information, the occurrence of the phenomenon in

question follows with deductive certainty.

But deductive and probabilistic explanations agree in their essen-

tial reliance on covering laws; both explain a given phenomenon by

showing that it occurs in conformance with such laws. I think that

this is indeed a common characteristic of all scientific explana-

tions... . (1967:84).”!

It would seem that statistical explanations can take either

form described by Kaplan — concatenated or hierarchical —

and that they are distinguishable by the content of their con-

stituent propositions and laws rather than by the form in which

the latter are arranged. But whether statistical or deterministic

in content, hierarchically arranged theories have received the

greater attention in the philosophy of science. Nagel, for exam-

ple, says, “Ever since Aristotle analyzed the structure of what

he believed to be the ideal of science, the view that scientific

explanations must always be ordered in the form of a logical

deduction has had wide acceptance” (1961:29). And Braith-

waite Says:

A scientific theory is a deductive system (consisting) of a set of

propositions (to be called the initial propositions ) from which all the

other propositions (to be called the deduced propositions) follow

according to logical principles.”

11. See also Hempel 1965:376-412.

12. For similar definitions of “theory,”’ see Nagel (1961:90ff.), Popper

(1961:59ff), Bergmann (1958:31-32), Merton (1967:39), Zetterberg (1954:10),

and Blalock (1969:2).
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The propositions in a deductive system may be considered as

being arranged in an order of levels, the hypotheses at the highest

level being those which occur only as premises in the system, those

at the lowest level being those which occur only as conclusions in

the system, and those at intermediate levels being those which

occur as conclusions of deductions from higher-level hypotheses

and which serve as premises for deductions to lower-level hypothe-

ses (1960:22,12).

Thus, in the deductive form of scientific theory, once the

initial propositions have been selected, the rules of logic become

the sole determinants of the relation of one proposition to

another. Because these rules are relatively simple, unambigu-

ous, and very well understood (and are human creations, be-

sides), they can be used (1) to assert the logical necessity of

propositions for which empirical research can assert only em-

pirical truth (that is, to explain); and (2) to locate places in the

theory where logically necessary propositions are absent and to

specify the characteristics that such propositions, if they ex-

isted, must have (that is, to predict). As Zetterberg puts it, “‘An

axiomatic schema ... makes visible a// ideas implicit in some

given ideas. .. . It forces [the theorist] to spell out his assump-

tions, to make explicit his deductions and it will remind him of

any bypassed implications’ (1963:34, see also 73-78).

However, although logic 1s the sole determinant (in a deduc-

tive theory) of the relation of one proposition to another, it

cannot be the sole determinant of whether a given proposition

is in a theory at all, because:

There must be many theoretical systems with a logical structure

very similar to the one which at any particular time is the accepted

system of empirical science. This situation is sometimes described

by saying that there are a great many — presumably an infinite

number — of “logically possible worlds.” Yet the system called

“empirical science” is intended to represent only one world: the

“real world” or the “world of our experience” . . . (Popper,

1961:39).
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It is just this problem of identifying the empirically true propo-

sitions out of all logically possible propositionsTM that gives ob-

servation its pivotal role in science. “ ‘Experience,’ on this view,

appears as a distinctive method whereby one theoretical system

may be distinguished from others” (Popper 1961:39).** Insofar

as a theoretical system has not been fully tested against experi-

ence, however, it must be considered open at all levels; at the

highest, most general level to new and more broadly explana-

tory inductions; in the middle to new propositions and re-

arrangement of old ones;"* and at the bottom to new and more

precisely predictive hypotheses. Indeed, most of what is meant

by the “‘progress” of science involves predicting and testing new

empirical observations, rearranging propositions, and inventing

and examining new “‘postulates,”’ “axioms,” or “initial proposi-

tions” that supersede (by logically incorporating rather than by

displacing) old ones. Thus, whatever is thought to be “ulti-

mate” at either end of a theory at a particular moment in its

history may, at the very next moment, be considered only inter-

mediate.'* It therefore seems most reasonable to think of both

the highest-order initial propositions and the lowest-order de-

13. See Blalock (1969:48-75, esp. 64).

14. “It is just because the propositions . . . investigated by the empirical

sciences can be denied without logical absurdity that observational evidence

is required to support them” (Nagel 1961:21). And Carnap writes: “Consider

the law: ‘When iron is heated, it expands.’ Another law says: ‘When iron 1s

heated, it contracts.’ There is no logical inconsistency in this second law.

From the standpoint of pure logic, it is no more invalid than the first law. The

first law is accepted, rather than the second, only because it describes a

regularity observed in nature” (1966:199).

15. As Zetterberg points out: “There is no inherent difference between

postulates and theorems. The postulates are in no respect more “basic,”

“granted,” or “self-evident” than the theorems” (1954:20). Bergmann agrees:

“To call a law either an axiom or a theorem is not to say anything about the

law itself; it merely says something about its position in a theory” (1957:32).
Blalock offers two rules for distinguishing axioms and theorems (1969:10-26,

esp. 18).

16. See Kaplan’s discussion of the “openness” of explanations (1964:-

351-356).
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duced propositions and empirical hypotheses of any theory as

“initial” or “of low order” within the limits of present thinking

and knowledge: that is, not absolutely but only relatively and

temporarily “initial” or “of low order.”’ This implies that theo-

retic work in sociology (or in any science) can take the form of

inducing more fundamental initial propositions as well as de-

ducing more detailed hypotheses — that is, “generalizing” as

well as “specifying” theory. ’ Referring to the former process,
Popper says:

The various ideas and hypotheses [of a science] might be visualized

17. Barton’s discussion of the concept of property-space is directly rele-

vant to both processes, although this relevance may not be immediately clear,

owing, I think,to the strong visual ambiguity that is involved when one says

a given concept or proposition is more “basic,” “fundamental,” “primitive,”

or “initial” than another. The visual problem is whether the more basic

concept should be visualized as “lower’’ than the other, “underlying” it, and

from which the latter “rises”; or whether the more basic concept should be

visualized as “higher” than the other, and from which the other “‘descends.”

The latter image, wherein the most “basic” concepts or propositions are

“higher” and other concepts or propositions in the theory descend from

them by logical deduction, seems more conventional in the philosophy of

science literature. (See Braithwaite 1960:21-23.) Thus an “hypothesis” is

literally an under thesis deduced (dependent) from the conjunction of higher

theses. Barton, however, adopts the reverse image (common enough in depict-

ing genealogical, phylogenetic, and geological descent), and defines substruc-

tion as “‘the procedure of finding, for a given set of types, the property space

in which they are located and the reduction which has implicitly been used

in their formation” (1955:50). In other words, Barton refers to the search for

more basic, conventionally “higher,” dimensions as substruction. By im-

plication then, “superstruction” (my own term, not Barton’s) of the property

space would correspond to the procedure of finding, for a given general

property space, the set of more specific, conventionally “lower,” types that

is located there. (Barton refers to one variety of “‘superstruction” as “reduc-

tion” primarily because the number of types found in a given property-space

is here reduced from what it might be if the precision available in each

dimension of the property-space were used to the fullest extent.) However,

once the ambiguous directional implications of “sub-” and “‘super-” struction

(and “reduction’’) are resolved, it seems clear that they refer to logical induc-

tion and deduction, respectively. Zetterberg refers to what Barton would call

property-space “‘reduction” as “extracting the ordinary propositions from

theoretical ones” and “decomposing terms,” and to what Barton would call
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as particles suspended in a fluid. Testable science is the precipita-

tion of these particles at the bottom of the vessel: they settle down

in layers (of universality). The thickness of the deposit grows with

the number of these layers, every new layer corresponding to a

theory more universal than those beneath it (1961:277-278).

Explanatory-Predictive Strategies

It follows, from the different kinds of internal structures of

theories tending to give scientific satisfaction, that when a scien-

tist wishes to explain or predict a given phenomenon (more

correctly, of course, a given empirical generalization about that

phenomenon), he can adopt differing strategies.* The two

causal strategies include the search for (a) causes of the phe-

nomenon; and for (b) effects of the phenomenon. Durkheim

indicated both of these as follows: “When, then, the explanation

of a social phenomenon is undertaken, we must seek separately

the efficient cause which produces it and the function it fulfills”

(1964:95). Two other strategies may be called compositional,

since they include the search for (a) component entities, pro-

cesses or properties (parts of the phenomenon); and for (b)

larger “background” wholes of which the phenomenon is itself

property-space “‘substruction” as “subsuming” one term under another

(1963:21-25).

18. Compare this discussion with Nagel’s wherein deductive, probabilis-

tic, functional or teleological, and genetic explanations are discussed (1961:-

20-26). My own view classifies the latter three together as variants of the

causal (a) strategy, and the first as a classificatory strategy. For an exposition

of realist, nominalist, and conventionalist views of the nature of explanation,

see Wartofsky (1968:257-276).

19. See Stinchcombe (1968:33-37) for discussion of methods for observing

covariation, causal direction, and nonspuriousness; and also for discussion of

several causal explanations currently in use by sociologists (1968:57-130). For

discussions of path or dependence analysis in evaluating multivariable causal

theories, see Duncan (1966 and 1969), Boudon (1968), Land (1969), and

Heise (1969).
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a part. Durkheim also indicated these strategies, but somewhat

more implicitly: “To have a satisfactory understanding of [so-

cial life],it is necessary to show how the phenomena comprising

it combine in such a way as to put society in harmony with itself

and with the environment external to it” (1964:97).

Taking the point of view of modern physics, Bohm also

describes the compositional strategies, first (a):

We have considered how experiments have shown the existence of

level within level of smaller and smaller kinds of entities, each of

which helps to constitute the substructure of the entities above it

in size, and each of which helps to explain . . . the qualities of the

entities above it... .

Then (b)

But now we must take into account the fact that the basic qualities

and properties of each kind of entity depend not only on their

substructures but also on what is happening in their general back-

ground (1961:138; see also p. 10).

And in part, Kaplan’s discussion of the “pattern model” of

explanation also describes the compositional (b) strategy:

“Something is explained when it is so related to a set of other

elements that together they constitute a unified system. We

understand something by identifying it as a specific part in an

organized whole” (1964:333).

Both compositional strategies may be viewed as subtypes of

the causal strategies: compositional (a) seeks certain endoge-

20. Bohm points out that at least in physics, the study of “properties of

things” (including properties that permit one thing to combine with

another — that is properties revealed by the compositional strategy referred

to above) rests on the study of causes of those things: “Causal connections

exist which permit the prediction of the new properties that things develop

after they have undergone certain processes, treatments, reactions, etc.”

(1961:13), and “It becomes possible by studying the laws of the atomic

motions to make many kinds of approximate predictions concerning the laws

and properties of things at the large-scale level and in this way to improve

See or
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nous causes and effects, while compositional (b) seeks certain

exogenous causes and effects.

To illustrate the above strategies, suppose one wanted to

explain and predict bureaucracy as a form of social organiza-

tion.24 The causal (a) strategy might show bureaucracy to be an

outcome of a money economy, the state, increase and diversifi-

cation of administrative tasks, and so on; or an outcome of the

problems of succession that arise, for instance, when a charis-

matic leader grows feeble and dies. The causal (b) strategy

might emphasize phenomena such as the spread of universalis-

tic criteria of recruitment in the society as a whole; growing

dominance of an impersonal, dispassionate, attitude toward

other persons; and so on. The compositional (a) strategy might

yield an inventory showing that bureaucracy consists of hi-

erarchical organization of officials, appointed on the basis of

technical qualifications alone, each having a specified sphere of

competence and responsibility, strictly governed by procedural

rules, and so on. The compositional (b) strategy might yield

another inventory showing bureaucracy to be a component part

or property of more inclusive social entities, such as nations,

voluntary associations, labor unions, political parties, etc.

The logico-deductive or hierarchical structural type of theo-

ries is best reflected in a third strategy which may be called the

classificatory strategy. Here the scientist seeks to locate the

phenomenon of interest in a taxonomic scheme and to deduce,

from its position there, more information than is directly

known about the phenomenon itself. Using the bureaucracy

example again, the classificatory strategy would yield state-

ments detailing taxonomic relationships between bureaucracy

and other forms of social organization (families, cliques,

crowds, teams, etc.) from which one might conclude that bu-

reaucracy is a special case of some of the factors operating in

our understanding and control of the large-scale level” (1961:145).

21. The following illustration is based roughly on Max Weber’s discus-

sions (1946:204-214; 1947:329-341, 363-386).
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all these latter. Blalock illustrates the approach that the classifi-

catory strategy implies in explaining the low incidence of sui-

cide in Spain: If we grant the proposition that “the suicide rate

varies with the incidence of Protestantism,” and if Spain can be

shown to belong to “the set of all nations having incidences of
Protestantism defined as ‘low’”’ then Blalock says, “we have

‘explained’ a property of Spain by showing that Spain also

belongs to, or is an element of, another class . . . of nations for

which all members have a given property (e.g., low suicide

rafes)”” (1969:143).

Nagel discusses the classificatory strategy as most useful in

the primitive stages of a science:

The development of comprehensive theoretical systems seems to be

possible only after a preliminary classification of kinds [of

phenomena that are embraced by the science in question] has been

achieved, and the history of science repeatedly confirms the view

that the noting and mutual ordering of various kinds —a stage of

inquiry often called “natural history” —is a prerequisite for the

discovery of more commonly recognized types of laws and for the

construction of far-reaching theories. .. When a system of inclusion

between kinds is achieved, it is possible to explain (even if only in

a crude fashion) why some individual thing is a member of a

specified kind by showing that the individual 1s a member of a

subordinate kind (for example, the family pet is a mammal because

it is a cat and cats are mammals). Such explanations are obviously

far removed from the sort of explanations to which the modern

theoretical sciences have accustomed us; nevertheless, they are

early steps on the road which leads to the latter (1961:31,n.2).”

The classificatory strategy, when used during the early his-

tory of a science, 1s likely to be primitive because the several

causal and compositional elements of which it is comprised may

not yet have been systematically sorted out and therefore not

22. Bohm also locates the classificatory strategy early in the history of a
science (1961:15).
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yet systematically put together. The primitive classificatory

strategy is therefore a “mix” of generally known ingredients

and unknown quantities and sequences.* In Nagel’s example,

one does not yet have adequate causal and/or compositional

explanations for why there are mammals, why there are cats,

and why there are family pets. However, a classificatory

strategy may also appear during the more mature history of a

science, when it can become a shorthand notation for a known

and logically arranged combination of causal and composi-

tional explanatory elements.** The modern versions of the peri-

odic table of elements, the color-brightness diagrams of stellar

populations, and the phylogenetic ordering of living things

serve to illustrate this. When the classificatory strategy is used

in this latter fashion, it seems to have at least two advantages:

(1) it advances explanatory parsimony — insofar as the same

kinds of causes, effects, components and/or memberships may

be attributed to a variety of phenomena; and (2) — as Blalock’s

example shows — it provides a ready source from which new

hypotheses may be deduced about the phenomenon in question

—insofar as phenomena known to share similar components

may be tentatively expected to share similar memberships,

causes, and/or effects.?¢

23. See Zetterberg’s discussion of “the taxonomical approach” (1963:5-8),

and Kaplan (1964:50-53).

24. See Kaplan (1964:49) regarding notational and substantive concepts.

25. See Durkheim’s distinction between “morphological” and “aetiologi-

cal” classifications (1951:145-148, 277-278). These seem to correspond to

what I refer to here as primitive and mature versions of the classificatory

strategy.

26. Campbell makes essentially this point regarding the utility of the

classification strategy: ““There is often in practical diagnostic procedures an

iteration between similarity [of attributes of different phenomena] and com-

mon fate [covariability in time of different phenomena] criteria in which an

observed similarity dimension may provide an hypothesized grouping which

is then tested for intragroup homogeneity on various dimensions of common

fate” (1958:21). Needless to say, certain dangers of error, and especially of

error perpetuation, are also associated with the classification strategy. See

Kuhn (1964,esp. 91-109).
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To summarize the strategies discussed above, suppose one

wished to explain a phenomenon, Y. One could adopt a strategy

leading to statements in any or all of the following forms:

Causal (a): Y is caused by such-and-such antecedents.

Causal (b): Y¥ causes such-and-such consequences.

Compositional (a): Y is composed of such-and-such prop-

erties, entitles, or processes.

Compositional (b): Y is a component of such-and-such

properties, entities, or processes.

Classificatory: Y can be located in a particular class of

such-and-such taxonomy.

This general discussion of types of deductive strategies

should make clear why “descriptive” and “‘explanatory”’ stu-

dies are so highly interdependent in scientific work as a whole.

Often when we say a study 1s “descriptive,’’ we mean it mani-

fests a compositional strategy, in which the parts or properties

of the subject phenomenon and/or the larger wholes of which

it is a part are catalogued.”’ Similarly, when a study is called

“explanatory,” we usually mean it follows one or both causal

strategies and sets forth the causes and/or effects of the phe-

nomenon. But it would seem that a fully satisfactory explana-

tion of any phenomenon requires not one, but all, of the above

Strategies.

Scope

Here I mean the property space described by two dimensions

of theories: the substantive range of reference, and the spati-

otemporal range of reference contained in their explananda.*

To illustrate variability in substantive range, consider that a

27. Not always, since some studies are (charitably) called ‘“‘descriptive”’

because they simply list causal and compositional findings in unsystematic,

seemingly unaware, ways. For a discussion of “descriptive research and

hypothesis testing,” see Dubin (1969:6, 226-229).

28. Kaplan defines “range” and “scope” as different rather than synony-
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theory may seek to explain only bureaucracy, or only reference

groups, or only social mobility, or only urbanization, etc.,

rather than an entire social system of which reference groups,

bureaucracy, etc., may be parts or properties or processes. As

a result, one may say that the substantive range of explananda

in the former is narrower than in the latter. To illustrate vari-

ability in spatiotemporal range, consider that a theory may seek

to explain only bureaucracy in nineteenth century Germany, in

contrast with explaining bureaucracy whenever or wherever it

may be found. Similarly, a theory may seek to explain only the

American social system in the twentieth century, in contrast

with explaining any social system at any time and place.

Ultimately, we seek verified theories that have maximum

scope in both the substantive and the spatiotemporal sense,

since, if they are indeed verified theories, all theories of lesser

substantive or spatiotemporal scope can be deduced from them

and therefore explained by them. The very wide scope of the

atomic theory of matter and of relativity theory (as compared

with, say, Boyle’s Law and Newtonian mechanics) is obviously

one of their strongest features. It has been pointed out, how-

ever, that useful theories of great scope (in either sense) are

more apt to be induced from prior theories of lesser scope than

to spring full-blown from abstract speculation. Although Pop-

per denies the role of logical induction in this process, his

opinion is clearly relevent here:

The question may be raised: ‘““Why not invent theories of the highest

mous extensions. In briefest form, it would appear that Kaplan applies the

term “range” to explanantes or independent variables, and the term “scope”’

to explananda or dependent variables (1964:94-95, but see 299-300 for an

apparently different usage of “range,” and for usage of “‘explanatory shell”

as apparently synonymous with “‘scope”). Popper’s usage of “range” is differ-

ent still: “The ‘range’ which a statement allows to reality is, as it were, the

amount of ‘free play’ (or the degree of freedom) which it allows to reality.

Range and empirical content are converse (or complementary) concepts”

(1961:124).
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level of universality straight away? Why wait for this quasi-induc-

tive evolution?”. .. Those theories which are on too high a level of

universality, as it were (that is, too far removed from the level

reached by the testable science of the day) give rise, perhaps, to a

“metaphysical system’... .. A link with the science of the day is

as a rule established only by those theories which are proposed in

an attempt to meet the current problem situation (1961:277).

And Merton says, with specific relevance to sociological theory:

Some sociologists still write as though they expect, here and now,

formulation of the general sociological theory broad enough to

encompass the vast ranges of precisely observed details of social

behavior, organization, and change and fruitful enough to direct

the attention of research workers to a flow of problems for empirical

research. This I take to be a premature and apocalyptic belief. We

are not ready. Not enough preparatory work has been done

(1967:45).

But, Merton continues, dangers beset sociology at both ex-

tremes of substantive (and presumably, also spatiotemporai)

scope:

To concentrate entirely on special theories is to risk emerging with

specific hypotheses that account for limited aspects of social behav-

ior, organization and change but that remain mutually inconsistent.

To concentrate entirely on a master conceptual scheme for

deriving all subsidiary theories is to risk producing twentieth-cen-

tury sociological equivalents of the large philosophical systems of

the past, with all their varied suggestiveness, their archetectonic

splendor, and their scientific sterility (1967:51).

The surest path, according to Merton, leads from special theo-

ries to general theories, rather than the reverse:

We sociologists can look instead toward progressively comprehen-

sive sociological theory which, instead of proceeding from the head

of one man, gradually consolidates theories of the middle range, so

29. See Blalock (1969:142) for a similar view.
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that these become special cases of more general formulations

(1967:51).

Level of Abstraction

Whereas “‘scope”’ measures the substantive and spatiotem-

poral extensions of that part of the universe coming within a

given theory’s purview, “level of abstraction” measures the

closeness of that theory’s concepts to actual observations.»

When a theory is cast at a low level of abstraction, it is more

nearly an already interpreted set of “‘test hypotheses,” in con-

trast with a theory that is cast at a high level of abstraction,

whose terms are more ideational, more distant from actual

observations, and whose interpretation is highly problematic.

Although, as Blalock says: “A deductively formulated theory

cannot be tested directly without the aid of an auxiliary theory

consisting of assumptions linking at least some of the theoreti-

cal variables with operational procedures” (1969:151), the na-

ture of such operationized “auxiliary theory” will vary,

depending on the main theory’s level of abstraction. Again in

Blalock’s terms:

The higher the level of abstraction .. . the more difficult it will be

to link measured indicators to these abstract concepts. Also, the

wider the variety of situations to which the theory applies, the

greater one’s choice of indicators and, perhaps, the greater the

reliance that should be placed on the use of multiple indicators

(1969:152).

It seems obvious that scope and level of abstraction are

related dimensions of theories: the higher the level of abstrac-

tion, the wider the scope. For example, to raise the level of

abstraction from “number of census occupations” to “division

30. Kaplan refers to the “abstractness” of a theory as “the length of the

reduction chain connecting the theoretical terms into observable ones”

(1964:301).
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of labor” clearly implies a broader substantive and spatiotem-

poral range within which relevant observations may be found.

But at this point, two important complications in the relation-

ship between scope and level of abstraction must be noted.

First, the positive relationship of scope to level of abstraction

does not seem to be mutual; although an increase in level of

abstraction implies an increase in scope, an increase in scope

does not necessarily imply an increase in level of abstraction.

For example, to raise the scope of a theory from reference

groups to entire societies does not necessarily require any

change in the abstraction of terms (although it may require

adding some) employed to denote the theoretic explananda or

explanantes. Indeed, one recommendation for theories of broad

scope is that the same abstractions (concepts) apply throughout

all substantive and spatiotemporal extensions.

Second, insofar as a change in level of abstraction implies a

change in scope, the latter change is logically indefinite. By

increasing the level of abstraction from “number of census

occupations” to “division of labor’’ we know we broaden scope,

but we do not know in what way or to what extent. Only

empirical tests of hypotheses in different substantive and spa-

tiotemporal spheres can indicate the nature of the change in

scope that ts implied in a change in level of abstraction.

Perhaps because of these complications in the relationship

of scope and level of abstraction (which make for an appearance

at times of logical dependence and at other times of logical

independence), these two dimensions of theories are sometimes

mixed indiscriminately. For example, although I referred above

to Merton’s distinction between “‘middle-range theories” and

“total systems of theory” as pertaining to scope, his discussion

seems to pertain to level of abstraction as well. Thus, on the one

hand, Merton says: ““Middle-range theories deal with delimited

aspects of social phenomena. . . .” (1967:39); and “Our major

task today is to develop special theories applicable to limited

conceptual ranges — theories, for example, of deviant behavior,
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the unanticipated consequences of purposive action, social per-

ception, reference groups, social control, the interdepen
dence

of social institutions” (1967:51). These descriptions of middle-

range theory I take to refer to the scope dimension. But on the

other hand, Merton says: ‘“Middle-range theory is pr
incipally

used in sociology to guide empirical inquiry. .. . Middle-range

theory involves abstractions, of course, but they are c
lose

enough to observed data to be incorporated in propositions that
permit empirical testing” (1967:39). And this I take 

to be a

reference to the jevel-of-abstraction dimensi
on.

In addition to having this apparent indistinctness, the 
term

“middle-range” may be more vulnerable to criticism on
 its

level-of-abstraction meaning than on its scope meanin
g, since

the former may imply a derogation of the distinctive r
ole of

theories (induced, inherently “abstract,” items of information)

as compared with interpreted hypotheses or auxiliary t
heories

(deduced, inherently “concrete” items of information
). More

specifically, insofar as “middle-range” implies operat
ionalism,

it is open to the same criticisms that have been leveled
 at the

latter point of view.* As a result of this combination of ambigu-

ous meaning and differential vulnerability between
 the two

possible meanings, it is not surprising that theorists of the mid-

dle range have been, as Merton says, “stereoty
ped as mere

nose-counters or mere fact-finders or as merely descriptive soci-

ographers” (1967:53); that is, as advocating that pr
opositions

be cast only at low or middling levels of abstraction, regardless

of their scope, rather than recognized as advocating
 proposi-

tions and theories cast at low or middling levels
 of scope, re-

gardless of their abstraction. Insofar as the scope meaning of
“theories of the middle range” is primary, such theories appear

to be a subcategory within the information compone
nt “theo-

ries” shown in Figure 1. But insofar as the level of abstraction

meaning is primary, middle-range theories might constitute an

31. See Hempel (1952:37-50).
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information component intermediate between empirical gener-

alizations and theories, on the one hand, and between theories

and hypotheses, on the other.”

Parsimony

If one theory deals with a more complex explanandum than

another theory, we should naturally expect the former to be

more complex than the latter. But the requirement that even the

former theory should nevertheless be “parsimonious” means

that it should be free of redundancy; that is, it should be simple,

relative to other possible theories accounting for the same ex-

planandum. If the theory, in short, could do as well or better

without a given element of form or content, that element is an

32. Zetterberg also seems ambiguous regarding the relation between

scope and level of abstraction: First, he draws a distinction between proposi-

tions of high and low “informative value” (that is, between “theoretic” and

“ordinary” propositions): “the higher the informative value of a proposition,

the greater is the variety of events for which it can account” (1963:21). He

gives the example (at the level of individual concepts) of “approval,” ‘‘es-

teem,” and “rank” as each having lower informative value than “‘evaluations”’

(1963:21-22). This appears to make Zetterberg’s “informative value” the

parallel of “level of abstraction,” as the latter term is used in the present essay.

Then he distinguishes researches that have high and low scope: “By ‘scope’

I mean the proportion of all possible sources of data which is represented in

a given research.” To illustrate, Zetterberg cites examples in which “the

theory could claim plausibility only in a limited population [but] when the

scope [of a given research] was enlarged the theory was disproved” (1963:52),

as in the impact of the discovery of Australian black swans on the “theory”

that “all swans are white” (1963:52). This appears to make Zetterberg’s

“scope” the parallel at least of “spatiotemporal scope” if not also of “‘substan-

tive scope,” as the latter terms are used in the present essay. However,

Zetterberg does not discuss possible relations between “informative value”

and “scope,” and thus he too leaves this question open. Zetterberg does speak

of “propositions” as having informative value, and of “researches” as having

scope; and he speaks of informative value as referring to “events,” and of

scope as referring to “data.” These distinctions, which are themselves unex-

plicated, do not seem to reduce the ambiguity. Mills is similarly ambiguous

regarding level of abstraction and scope when he distinguishes “abstracted

empiricism” from “grand theory” (1959: esp. 124-25).
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unnecessary complexity and, according to the ru
le of par-

simony, should be discarded.

It should be emphasized that the decisive comparison argued

by the rule of parsimony is between the theory in question and

another possible theory, rather than between the theory and the

substantive realm in which it seeks explanatory and predictive

power. Indeed, when the latter comparison is made, “the argu-

ment can sometimes be made against a theory . . . that the

trouble with it is that it is too simple; Nature sometimes seems

to prefer complexity .... [and therefore] the progress of science

‘5 not always in the direction of the simpler theory” (Kaplan

1964:317-318). But in the former comparison, between theories,

‘we are to introduce a complicating factor [into the theory of

concern] only if we have reason to expect error from its omis-

sion” (Kaplan 1964:318). Otherwise, the equally error-free, but

simpler, theory is to be preferred.

Thus, for example, Durkheim rejected the theory that sui-

cide could be explained as genetically inherited behavior on the

ground that ‘in families where repeated suicides occur, they are

performed almost identically. They take place not only at the

same age, but even in the same way. .. - In a case often quoted

_. . the same weapon served a whole family at intervals of

several years” (1951:97). Durkheim found any theory t
hat

would “admit the existence of a [hereditary] tendency to suicide

by hanging or shooting” (1951:97) ridiculous. And although he

did not give explicit reasons for this opinion, a likely possibility

‘s that such a theory would have to be extremely complex
 —

positing, perhaps, a distinct allele for every conceivable way of
committing suicide, another for every conceivable life

-space

time and place at which it could be committed, and so on and

on. To such an impossibly baroque inheritance theory, Durk-

heim preferred the presumably much simpler social contagion

theory.

Popper offers a clear reason for the rule of parsimony 
in
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theory construction: simpler theories are more readily testable.

To understand [why simplicity is so highly desirable] there is no

need for us to assume a “principle of economy of thought” or
anything of the kind. Simple statements . . . are to be prized more

highly than less simple ones because they tell us more; because their

empirical content is greater; because they are better testable... |

From my point of view, a system must be described as complex in

the highest degree if .. . one holds fast to it as a system established

forever which one is determined to rescue, whenever it is in danger,

by the introduction of auxiliary hypotheses. For the degree of fal-

sifiability of a system thus protected is zero (1961:142, 145).

Language

The usefulness of any given kind of language in formulating

empirical theory depends entirely on the extent to which its

symbols and the rules governing their use (that is, its vocabu-

lary and grammar) correspond to, and can therefore represent,

the empirical observations and generalizations to which the

theory refers. In other words, it is useful for theoretic purposes

to have a language that has a logical structure or that can

express causality only because empirical observations seem to

reflect such types of Necessity, not because logical or causal

structures have particular values in themselves.> Mathematical

language, for example, has great theoretic utility only because

its symbols and rules seem to correspond to an extremely wide

range of empirical observations. Specifically, the mathematical

procedures called addition, multiplication, squaring, integrat-

ing, etc. — and, of course “numbering” itself — are only useful,

33. Thus, the verification of complex theories via tests of one or more of

their logical implications (see Zetterberg 1963:75-76) depends entirely on the

assumption that “‘nature is logical.” But Bohm’s principle of the “qualitative

infinity of nature” (1961:134) implies that nature may also be nonlogical. On

“{mapping] the structure of the language on the structure of the facts,” see

Wartofsky (1968: esp. 134-139). For discussion of “reference, abstraction, and

structure,” as features of scientific languages, see Wartofsky (1968:124-134).
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scientifically, because they correspond to observed empi
rical

processes inhering in such wide-ranging phenomena
 as homi-

cide, gravitational attraction, interpersonal influe
nce, inter-

galactic influence, the transmutation of energy and 
mass,

changes in the size of bacterial, insect, and human population,

economic supply, demand, and price fluctuations
, affect in

three-person groups, genetic inheritance, and so on. In fact,
new varieties of mathematics have been invented or br

ought

into use (for example, the calculus and tensor mathematics) in

response to noncorrespondence between old varieties of math-

ematics and new empirical observations. Thus, the first scien
-

tific question to be asked about a given ki
nd of theoretic

language is its “suitability”: whether its symbols and rules gen-

erally correspond to the observed phenomena and relationships

that are the subjects of the theory.

But observations and generalizations themselves depend not

only on the “true” nature of empirical reality—-on w
hat is

presumably being observed — but also on the state to which a

given science (or scientist) has advanced conceptually and tech-

nically — on how and how well one observes. And these latter,

in turn, depend as much on the observer’s ideas — his concep-

tual vocabulary and relational grammar — as on his eyes and

other instruments of observation. Thus, not only do empirical

observations and generalizations affect selection of the language

in which they become symbolized, but the reverse: the language

in which theories are formulated affects the hypotheses, empiri-

cal observations, generalizations, and tests that can 
then be

made. It follows that a theorist should select a language that is

in some sense “better” than the empirical generaliz
ations on

which his theory is based, so that the new hypotheses, observa-

tions, generalizations, and tests to which the theory gives 
rise

will be “better” than the preceding one
s.

But by what criteria can one kind of language be termed

“better” than another, for scientific purposes? There are at least
four possible criteria. First, the language should qui

ckly and
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systematically reveal logical inconsistencies and contradictions,

whether these fall between hypothesis and observation, between

observation and generalization, between generalization and the-

ory, between decisions about hypotheses and theory, within

theory itself, or wherever. To do this, the language must be

determinate, in the double sense that “the class of things desig-

nated by a term is . . . sharply and clearly demarcated

from ... the class of things not so designated,” and that “‘dis-

tinctions signified by the terms. . . suffice to characterize more

narrowly drawn but important differences between the things

denoted by the terms” (Nagel 1961:8). The language, in short,

must be capable of making highly explicit, unambiguous state-

ments, since statements that can have several different but

equally reasonable interpretations may hide crucial inconsisten-

cies and contradictions behind a suggestive, connotative “rich-

ness”’ that is vital to poetry but mortal to science.*

Second, the language should be as universally and as un-

equivocally understood as possible, so that theories will require

only a minimum of translation from one scientific culture or

discipline to another, and from one national culture to another.

The language should carry as few culture-bound implications

as possible, to be free of the ideological prejudices that national

cultures so often impose on scientific work, and to guarantee

that statements made in the language will be freely communica-

ble within and between scientific disciplines and thus will be

maximally open to criticism.

Third, the language should be flexible, in the sense of being

as capable of highly specific or highly complex statements as of

34. Durkheim criticized “the words of everyday language” for being “al-

ways susceptible of more than one meaning,” and he warned that “the scholar

employing them in their accepted use without further definition would risk

serious misunderstanding. Not only is their meaning so indefinite as to vary,

from case to case, with the needs of argument, but . . . categories of very

different sorts of fact are indistinctly combined under the same heading, or

similar realities are differently named (1951:41).”
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general or simple statements, and in the sense of containing

precise rules for transforming one into the other.

Finally, the language should encourage extension of the

theories that employ it independently of empirical observation

and generalization. That is, the language should enable the

scientist to manipulate readily the symbols and sentences of the

theory as pure abstractions,* and thus to draw out their logical

implications without reference to actual observations in hand.

The empirical validity of such an extension can then be tested

through new observations. Hempel cites Euclidean geometry as

an example of a theory having this quality:

Pure geometry does not express any assertions about the spatial

properties and relations of objects in the physical world. A physical

geometry, i.e., a theory which deals with the spatial aspects of

physical phenomena, is obtained from a system of pure geometry

by giving the primitives a specific interpretation in physical terms.

Thus, e.g., to obtain the physical counterpart of pure Euclidean

geometry, points may be interpreted as approximated by small

physical objects. .. . This interpretation turns the postulates and

theorems of pure geometry into statements of physics, and the

question of their factual correctness now permits — and, indeed,

requires — empirical tests. . . . If the evidence obtained by suitable

methods is unfavorable, the Euclidean form of geometry may well

be replaced by some non-Euclidean version which, in combination

with the rest of physical theory, is in better accord with observa-

tional findings. In fact, just this has occurred in the general theory

of relativity (1952:34).

And Braithwaite enumerates further instances of mathematical

development independently of scientific observation and the-

ory, and notes some positive consequences:

It has been a fortunate fact in the modern history of physical science

that the scientist constructing a new theoretical system has nearly

35. Braithwaite says, “without thinking of the meanings of the sentences”

(1960:23).
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always found that the mathematics he required for his system had
already been worked out by pure mathematicians for their own

amusement. Thus Einstein, in developing general relativity (1915),

had Riemann’s non-Euclidean geometry (1854) and Ricci’s tensor

calculus (1887) ready to hand; and the non-commutative multi-

plication used in quantum mathematics (1925-7) had been worked

out in connection with Cagley’s matrices (1858) and with opera-

tional methods for handling differential equations (Boole,

1844)... . The moral for statesmen would seem to be that, for

proper scientific “‘planning,” pure mathematicians should be en-

dowed fifty years ahead of scientists (1960:48-49).

In all four respects — determinacy, universality, flexibility,

and abstractness —the mathematical kind of language seems

clearly superior to the verbal kind. As Nagel puts it:

A numerical evaluation of things is only one way of making evalua-

tions of certain selected characters, although it is so far the best. It

is pre-eminently the best, because in addition to the obvious advan-

tage they have as a universally recognized language, numbers make

possible a refinement of analysis without loss of clarity; and their

emotionally neutral character permits a symbolic rendering of in-

variant relations in a manifold of changing qualities. Mathematics

expresses the recognition of a necessity which is not human (1960:-

122).

To put this claim in terms of the present essay, one might

argue succinctly that mathematical language is clearly superior

to verbal in unequivocally delineating, and therefore differen-

tiating, the substantive and spatiotemporal scope and the level

of abstraction of theories. Therefore, as Blalock says, eventually

we must accomplish the translation of all our verbal theories

into mathematical terms:

The careful reworking of verbal theories is undoubtedly one of the

36. A third kind of theoretic language that is intimately related to the

mathematical, namely, the graphic, will not be discussed here; see, however,

Boulding (1963) and Stinchcombe (1968) for examples.
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most challenging tasks confronting us. The major portion of t
his

enterprise will undoubtedly consist of clarifying concepts, eliminat-

ing or consolidating variables, translating existing verbal the
ories

into common languages, searching the literature for propositions,

and looking for implicit assumptions connecting the major proposi-
tions in important theoretical works. The final translation i

nto

formal mathematics, and the actual use of mathematical reasoning,

would seem to be a relatively simpler task that can be performed

by a smaller group of specialists. The more difficult prior task can

be accomplished by social scientists without such technica
l train-

ing, provided there is an awareness of both the potentialities and

limitations of mathematical formulations of different types

(1969:27-28).

Finally, it may be useful to recall that earlier in this book

(see Chapter 4), I suggested that a full evaluation of
 a given

theory requires its examination not only for internal structural

features representing its logical consistency and freedo
m from

tautology, and not only for external correspondences to obser-

vations and empirical generalizations representing its 
substan-

tive truth-value, but also for certain other features representing

‘ts formal informational value. The discussion above has been

aimed at specifying four of these features: substantive and spa-

tiotemporal scope, level of abstraction, parsimony, 
and lan-

guage. We may conclude that a given theory of a particular

class of phenomena is superior to others seeking to explain the

same phenomena if it is more logically consistent and freer from

tautology; more thoroughly verified by empirical tes
t of de-

duced hypotheses; if it has higher substantive scope, spatiotem-

poral scope, level of abstraction, and parsimony in its

statements; and if it has highest determinacy, universality, flexi-
bility, and abstractness in its language.
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Conclusions

It seems worthwhile to recall — and to elaborate somewhat

— two of the possible uses of this book that were mentioned in

the Preface. There I suggested that, among other things, (1) the

book may provide a framework for classifying researches both

within a particular scientific field and across all such fields; and

(2) it may facilitate constructing and integrating parts within a

given research. Let us consider these claims with reference,

first, to the general discussion here of Figure 1, and then with

reference to the subsequent discussion of theories.

First. The logical structures of a large variety of possible

problems,! researches, and specializations in a given scientific

field may be systematically differentiated according to Figure 1.

That is, Figure 1 suggests that such structures may range from

an exclusive focus on any one of the informational components,

methodological controls, or information transformations (or,

indeed, any single aspect of such an element) shown there, to

any possible combination of these elements. But by specifying

the elements to which this very large variety of problem, re-

1. For discussion of some aspects of informational problems and prob-

lem-finding in sociology, see Merton (1959: ix-xxxiv), and Greer (1969:8-18).

For a discussion of some aspects of methodological problems, see Lazarsfeld

(1959) and Kaplan (1964:23-29).
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search, and specialization structures may be reduced, Figure 1

should be useful in analyzing similarities and differences among

them. One can imagine using the elements of Figure 1 to code

what might be called the formal (as distinct from substantive)

“profile” of an entire field, as interpreted, say, by analysis of the

articles published in its journals or papers read at its meetings.

One could analyze changes in the profile of a given field,

similarities and differences between the profiles of several fields,

or of several individual scientists or several “‘schools” within a

single field, etc.

In general, this use of Figure 1 should facilitate answers to

a wide variety of questions in the sociology and history of

science; for example: Is there an evolutionary pattern with

respect to the formal attentions of a field? Ifso, does this pattern

parallel the field’s substantive evolution? What are the social

structural (for example, recruitment, training, funding, prestige

hierarchies, communications networks, etc.) influences on and

consequences of the formal profile of a given field? When and

why are formally different kinds of “crises,”’ “revolutions,” and

“serendipitous events” likely to occur?? And so on.

Second. Figure | should be useful also as a set of guidelines

2. Although Kuhn discusses the revolutionary impact of crises in scien-

tific paradigms as a whole, and although his most explicit definition of a

“paradigm” specifies “law, theory, application, and instrumentation” (1964:-

10) as its components, he does not discuss this specification further; nor does

he examine the causes, developmental sequences, and consequences of differ-

ent kinds of crises that may originate in different components. Popper, how-

ever, provides discussion of at least one kind of crisis. He says that when “the

consequences of two theories differ so little in all fields of application that the

very small differences between the calculated observable events cannot be

detected, owing to the fact that the degree of precision attainable in our

measurements is not sufficiently high, [it] will then be impossible to decide

by experiment between the two theories, without first improving on technique

of measurement (1961:124).” And Kaplan (1964:135) approvingly quotes

Jevons: “the invention of an instrument has usually marked, if it has not

made, an epoch.” Thus, it would appear that some crises are resolved by new

instrumentation, as others may be resolved by new theories, or new scaling

and measurement techniques, and so forth.
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for individual researchers in designing studies. Thus, if one

decides to do a study that seeks to develop a particular empiri-

cal generalization, Figure 1 indicates the kinds of methodologi-

cal and informational problems that should be attended to, and

it indicates the degree of direct pertinence that should be as-

signed to each. After defining his substantive area of focus,

perhaps the most important research decision a given investiga-

tor can make is just this specification of formal aspects of his

research problem and of the path to its proposed solution.

Decisions of this kind constitute a guide to the more detailed

design of his research, as well as to the basic form of its presen-

tation when it has been completed. For example, the investiga-

tor can best formulate hypotheses in a way that will be

maximally testable by deliberately anticipating each methodo-

logical control and each information transformation that must

be accomplished before (and after) the test is made? He can

choose or devise appropriate instruments, populations, and

samples, scales, and measurement procedures far in advance of

actually using them; and, with experience, he can estimate a

time schedule for each phase of the research work and for the

entire effort. In addition, he can foresee and recognize the

moment when the research is completed. (This latter is a practi-

cal decision of no small import since, assuming that all things

are connected, it is possible, although one may begin with a

“small” problem, to follow its ramifications indefinitely, with-

out closure.) But perhaps most important of all, because the

general structure of the scientific process as a whole and of its

several components and controls is not only relatively unam-

biguous but universally understood among scientists, the in-

dividual investigator can anticipate the criticism of his

colleagues. In this way, scientific criticism becomes scientific

self-criticism as well.

3. For example, Stinchcombe says: “In order to construct theories for a

science, we must have in mind the logical requirements for testing the theories

against the facts” (1968:15). See also Blalock (1969:8).
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The discussion focusing on theories (Chapter 6), that has

followed the general explication of Figure 1, may have two uses

similar to those just discussed. That is, the discussion may

facilitate classifying theories within a given substantive field

and across many such fields, and also facilitate constructing and

integrating parts and dimensions of a given theory. Thus, one

might ask: Does the hierarchical or the concatenated type of

theory predominate in different substantive fields, at different

times, in the presence of different social structural features?

More generally, what empirical relations prevail among all of

the principal formal dimensions of theories discussed here (in-

cluding internal structure, scope, level of abstraction, sim-

plicity, and language), and between them and social structural

factors? What are the frequencies with which different explana-

tory-predictive strategies are chosen in different fields, at differ-

ent times, and in the presence of different social structural

features? How, if at all, are these strategies empirically related

to the formal dimensions of theories discussed here? Further,

when one is not analyzing several theories, but constructing a

particular theory, the formal aspects of theory discussed here

may serve as a convenient list of alternatives for conscious

choice: Should the theory have a concatenated or hierarchical

structure? What should be its scope and level of abstraction?

Can it be further simplified? In what language should it be cast?

The above claims regarding the potential usefulness of this

essay rest on its explicitly schematic qualities. However, it is

now important to temper those qualities with some comments

regarding unschematic elements of “creativity,” “imagina-

tion,” “art,” and “intuition” in the scientific process.* Kaplan

offers one clue to the creative elaboration of such an explicitly

schematic view as I have presented here, when he distinguishes

4. I am indebted to Diana Crane (private communication) for persua-

sively arguing against a presentation of the scientific process that makes it out

to be extremely regularized and rational, even though I have probably not

followed her views fully.
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between “the logic-in-use” and “the reconstructed logic” of a

science. The first is “what is actually being done by scientists,”

while the second “idealizes the logic of science . . . in showing

us what it would be if it were extracted and refined... ”

(1964:10,11). In discussing these two logics, Kaplan suggests

one guide to the creative elaboration mentioned above:

The logic-in-use depends on context to provide sufficient closure for

the particular use of the law then and there to be made. In recon-

structed logic a formulation becomes fully specified only when we

insert an “other things being equal” clause to complete the closure.

... The uncertainty in the qualifying clause is the price we pay for

the formal closure achieved by making the abstraction. ... When

the student first learning the gas laws asks why a gas doesn’t com-

pletely disappear at a sufficiently low temperature, thus violating

the law of conservation of mass .. . it is... appropriate to make

clear to him the gas laws no longer apply, to the same degree of

approximation, in the neighborhood of absolute zero (1964:95-96).

It is thus trained attention to context* that can provide at

least the beginnings of creative application of any scheme —

including the one presented here.

Finally, I would stress the point with which this book began:

the scientific process is but one way of generating and testing

the truth of statements about the world of human experience.

The particular statements that the scientific process has vali-

5. Sensitivity to contextual differences (of a public-private kind) seems

also responsible for the contrast between the reported formalization of a given

study, after the fact, and its actual formalization, when in process. Merton

has pointed out that “The record of science will inevitably differ according

to whether it is intended to contribute to current scientific knowledge or to

an improved historical understanding of how scientific work develops. . . .

What must be emphasized here is that this practice of glossing over the actual

course of inquiry results largely from the mores of scientific publication which

call for a passive idiom and format of reporting which imply that ideas

develop without benefit of human brain and that investigations are conducted

without benefit of the human hand” (1967:5-6). And Kaplan (1964:53) quotes

Dewey as having said, “There is nothing more deceptive than the seeming

simplicity of scientific procedure as it is reported in logical treatises.”
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dated at any given moment may be either more true or less true

than the statements validated at that time by other ways; and

in any case, whether the science-validated statements are actu-

ally true or not, our belief in their truth must remain provi-

sional. As Karl Popper eloquently says:

The demand for scientific objectivity makes it inevitable that every

scientific statement must remain fentative for ever ....It is not his

possession of knowledge, or irrefutable truth, that makes the man

of science, but his persistent and recklessly critical guest for truth

(1961:280-281).

And in that quest,

We do not stumble upon our experiences, nor do we let them flow

over us like a stream. Rather, we have to be active: we have to

‘make’ our experiences. It is we who always formulate the ques-

tions to be put to nature; it is we who try again and again to put

these questions so as to elicit a clear-cut “yes’’ or “no” (for nature

does not give an answer unless pressed for it). And in the end, it

is again we who give the answer; it is we ourselves who, after severe

scrutiny, decide upon the answer which we put to nature...

(1961:280).

In science (as in “everyday life’’), things must be believed to

be seen, as well as seen to be believed; and questions must

already be answered a little, if they are to be asked at all.
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Hypothetico-deductive

method, 57n

Induction, 17n, 42-43, 51

Inference, 82-85

Instrumentation, 17, 26, 37, 68-69

Interpretation, 17, 25, 66-68

Logic, reconstructed, 127
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Logic-in-use, 127

Logico-deductive system, 57

Measurement, 17, 36-38, 39, 70,

70n, 73

Model, 89n

Necessity, 90n, 90-93, 114

Normative integration, 28, 29

Objectivity, 14

Observables, 54

Observations, 15, 17, 25, 26, 33-

36, 37, 38, 39, 56

Operationalism, 53

Overidentification, 83n

Paradigm, 24n, 52, 124n

Parameter estimation, 17, 40-41

Parsimony, 58, 112-114

Participant observation, 69

Prediction, 56, 56n, 57, 64, 64n,

65, 90, 101-106

Proposition arrangement, 17,

57-59

Proposition formation, 17, 27,

53-57

Propositions, 42, 55

Reduction sentences, 54

Replication, 41, 83

Research design, 123, 125, 126

Sample summarization, 17, 26,

39-40

Sampling, 17, 26, 40, 41, 73-74

Scales

interval, 71-72

nominal, 71

ordinal, 71

ratio, 72

Scaling, 17, 25-26, 37, 69-72

Index

Science

actualization in, 19-20

authoritarian alternative

to, 11-12

criticism in, 14-15

general features of, 11, 13-16

imagination in, 19-20

logico-rational alternative

to, 11, 12-13

method in, 13-14

mystical alternative to, 11,12

process of, 16-22

public and private, 127n

role differentiation in, 19

Scientific law, 47-49, 54, 57n

Scientific problems, 123-125, 126

informational, 123n

methodological, 123n

Scientific revolutions, 47n

Scope, 55, 55n

Self-Fulfilling Prophecy, 64

Sensing, 35-36

Serendipity, 37, 47n, 52n, 84

Social integration, 27, 28, 29

Social structure, 35, 124

Social survey, 69

Statistical

description, 39

inference, 40

tests, 81-82

Suicide, 25-29, 53

Testability, 78-79, 114

Tests of Hypotheses, 17, 22, 22n,

51, 58, 67n, 77-80

Theories, 47-59, 63-64, 82-85,

89-101

auxiliary, 67-68, 109

causal, 95-96

concatenated, 93-95

deductive-nomological, 95-96

deductive system, 97-98



Index

grand, ii2n

grounded, 22n, 95n

hierarchical, 93-95

logico-deductive, 22, 95n

middle-range, 110-112
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level of abstraction, 109-112,

1li2n

scope, 106-112, 112n

-sketch, 89n

structure, 90-101

total systems, 110 Translation rules, 55n

Theory Verbal and mathematical

application, 23 languages, 114-119

construction, 22, 23, 24n, 54 Verification, 77n

constructs, 55


